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Abstract

This is a report on my explorations in learning Quantum Field Theory in SoS 2021.

## 1 Some Preliminaries

### 1.1 A brief idea for closeness without distance

Definition 1.1 (Convergence). For a given metric space $\mathcal{M}=(X, d)$ and a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ we say $x_{n}$ converges to $x$ iff $\forall \epsilon>0, \exists N_{0}$ such that $\forall n>N_{0}, d\left(x_{n}, x\right)<\epsilon$.
Here we must use a metric space with a distance metric $d$ to quantify closeness. However, it is not necessary that we may be able to construct such a metric for any space and so we need to generalize a little more.
Let us define a set $\mathcal{T}$ where each element is a set of points from a space $X$ and it satisfies the following properties.

- $X, \emptyset \in \mathcal{T}$
- $O_{1}, \ldots O_{n} \in \mathcal{T}$ implies $O_{1} \cap \cdots \cap O_{n} \in \mathcal{T}$ (finite intersections only)
- $O_{i}, i \in I \in \mathcal{T}$ implies $\bigcup_{i} O_{i} \in \mathcal{T}$ (any unions)

This set $\mathcal{T}$ will contain all the open sets of $X$. Now while we have an $\epsilon, \delta$ definition of continuity we can obtain a nicer definition of continuity from the following theorem.
Theorem 1.1 (Open-mapping theorem). For a continuous function $f: X \rightarrow Y$, the pre image of any open set in $Y$ would be an open set in $X$.

This directly gives us a very nice definition for continuity which does not invoke the requirement for a metric

### 1.2 Special Theory of Relativity revision

Transformation laws

$$
\begin{gather*}
x^{\prime \mu}=\Lambda_{\nu}^{\mu} x^{\nu}  \tag{1}\\
g_{\mu \nu}=\Lambda^{\rho}{ }_{\mu} g_{\rho \lambda} \Lambda^{\lambda}{ }_{\nu}  \tag{2}\\
g_{\mu \nu}=\operatorname{diag}(1,-1,-1,-1) \tag{3}
\end{gather*}
$$

Maxwell's laws

$$
\begin{gather*}
F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}  \tag{5}\\
\partial_{\mu} F^{\mu \nu}=4 \pi j^{\mu}  \tag{6}\\
\partial_{\mu} F_{\nu \rho}+\partial_{\nu} F_{\rho \mu}+\partial_{\rho} F_{\mu \nu}=0 \tag{7}
\end{gather*}
$$

Lorentz force

$$
\begin{equation*}
\frac{\partial p^{\mu}}{\partial \tau}=q F^{\mu \nu} u_{\nu} \tag{8}
\end{equation*}
$$

Energy momentum tensor

$$
\begin{gather*}
T^{\mu \nu}=\sum_{n} \int d \tau p_{n}^{\mu} p_{n}^{\nu} \delta^{4}\left(x^{\rho}(\tau)-x_{n}^{\rho}(\tau)\right)  \tag{9}\\
T^{\mu \nu}=-p g^{\mu \nu}+(p+\rho) u^{\mu} u^{\nu} \tag{10}
\end{gather*}
$$

Source flux theorem

$$
\begin{equation*}
\partial_{\mu} T^{\mu \nu}=0 \tag{11}
\end{equation*}
$$

### 1.3 Quantum Mechanics revision

Here I will just list some very useful formulae of quantum mechanics that I am so far familiar.

$$
\begin{gather*}
{\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(x)\right] \psi(\vec{r}, t)=\iota \hbar \frac{\partial \psi(\vec{r}, t)}{\partial t}}  \tag{12}\\
\lim _{\epsilon \rightarrow 0}\left(-\frac{\hbar^{2}}{2 m}\left[\frac{d \psi(x+\epsilon)}{d x}-\frac{d \psi(x-\epsilon)}{d x}\right]+\int_{x-\epsilon}^{x+\epsilon} V \psi(x) d x\right)=0  \tag{13}\\
{\left[\hat{x}_{i}, \hat{p}_{j}\right]=\iota \hbar \delta_{i j}}  \tag{14}\\
\frac{d}{d t}\langle\hat{A}\rangle=\frac{1}{\iota \hbar}\langle[\hat{A}, \hat{H}]\rangle+\left\langle\frac{d \hat{A}}{d t}\right\rangle \tag{15}
\end{gather*}
$$

Dual of vector $\hat{O}|\xi\rangle$ is $\langle\xi| \hat{O}^{\dagger}$ and given an orthogonal basis $\left\{\left|\phi_{i}\right\rangle\right\}$ we have

$$
\begin{equation*}
\sum_{i}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|=\mathbb{I} \tag{16}
\end{equation*}
$$

All observables must be hermitian, for example radial momentum is given by

$$
\begin{equation*}
\hat{p}_{r}=\frac{\hat{r} \cdot \vec{p}+\vec{p} \cdot \hat{r}}{2} \tag{17}
\end{equation*}
$$

Spherical harmonics

$$
\begin{align*}
Y_{m}^{l}(\theta, \phi) & =\Theta(\theta) \Phi(\phi)  \tag{18}\\
\sin (\theta) \frac{d}{d \theta}\left(\sin (\theta) \frac{d \Theta(\theta)}{d \theta}\right)+ & {\left[l(l+1) \sin ^{2}(\theta)-m^{2}\right] \Theta(\theta)=0 }  \tag{19}\\
\frac{d^{2} \Phi(\phi)}{d \phi^{2}} & =-m^{2} \Phi(\phi) \tag{20}
\end{align*}
$$

Angular momentum algebra

$$
\begin{gather*}
L_{i}=\epsilon_{i j k} x_{j} p_{k}  \tag{21}\\
{\left[L_{i}, L_{j}\right]=\epsilon_{i j k} \iota \hbar L_{k}} \tag{22}
\end{gather*}
$$

Harmonic oscillator ladder operations

$$
\begin{gather*}
{\left[\hat{a}, \hat{a}^{\dagger}\right]=\mathbb{I}}  \tag{23}\\
\hat{H}=\hbar \omega\left(\hat{a}^{\dagger} \hat{a}+\frac{1}{2}\right)  \tag{24}\\
\hat{a}|n\rangle=\sqrt{n}|n-1\rangle  \tag{25}\\
\hat{a}^{\dagger}|n\rangle=\sqrt{n+1}|n+1\rangle  \tag{26}\\
|\alpha\rangle=e^{-|\alpha|^{2} / 2} D(\alpha)|0\rangle, D(\alpha)=e^{\alpha \hat{a}^{\dagger}-\alpha^{*} \hat{a}} \tag{27}
\end{gather*}
$$

Addition of angular momentum

$$
\begin{gather*}
J_{i}=L_{i}+S_{i}  \tag{28}\\
{\left[J_{i}, J_{j}\right]=\iota \hbar \epsilon_{i j k} J_{k}}  \tag{29}\\
J_{ \pm}=J_{1} \pm J_{2},\left[J_{+}, J_{-}\right]=2 \hbar J_{3}  \tag{30}\\
J^{2}|j, m\rangle=j(j+1) \hbar^{2}|j, m\rangle, J_{3}|j, m\rangle=m \hbar|j, m\rangle  \tag{31}\\
J_{ \pm}|j, m\rangle=\hbar \sqrt{(k \mp q)(k \pm q+1)}|j, m \pm 1\rangle \tag{32}
\end{gather*}
$$

Rotations in a space

$$
\begin{equation*}
U_{R}(\hat{n}, \theta)=\exp \left(-\frac{\iota J \cdot \hat{n}}{\hbar} \theta\right) \tag{33}
\end{equation*}
$$

Spherical tensors

$$
\begin{gather*}
T_{q}^{(k)}=Y_{l=k}^{m=q}(T)  \tag{34}\\
{\left[J_{z}, T_{q}^{(k)}\right]=\hbar q T_{q}^{(k)}}  \tag{35}\\
{\left[J_{ \pm}, T_{q}^{(k)}\right]=\hbar \sqrt{(k \mp q)(k \pm q+1)} T_{q \pm 1}^{(k)}} \tag{36}
\end{gather*}
$$

Wigner-Eckhart Theorem

$$
\begin{equation*}
\left\langle j^{\prime}, m^{\prime}\right| T_{q}^{(k)}|j, m\rangle=\left\langle j^{\prime}\left\|T^{(k)}\right\| j\right\rangle\left\langle j, k ; m, q \mid j^{\prime} m^{\prime}\right\rangle \tag{37}
\end{equation*}
$$

Here $\left\langle j, k ; m, q \mid j^{\prime} m^{\prime}\right\rangle$ is the CG coefficient for the angular momenta addition of $|j, m\rangle$ and $|k, q\rangle$ to get $\left|j^{\prime}, m^{\prime}\right\rangle$

## 2 Calculus of Variations

The main reference for this section is [14].

### 2.1 Introduction

The calculus of variations concerns itself with the extremals of functions whose domain is the space of curves (hence being infinite dimensional). Such functions are referred to as functionals. An example of one such functional is $\Phi(\gamma)=\int_{t_{0}}^{t_{1}} \sqrt{1+\dot{x}^{2}} d t$ where $\gamma=\left\{(t, x): x(t)=x, t_{0} \leq t \leq t_{1}\right\}$. An approximation $\gamma^{\prime}$ to $\gamma$ is simply $\gamma^{\prime}=$ $\left\{(t, x): x=x(t)+h(t), t_{0} \leq t \leq t_{1}\right\}$
Definition 2.1 (Differentiable functional). $\Phi$ is a differentiable functional if $\Phi(\gamma+h)-\Phi(\gamma)=F+R$ where $F$ is linear in $h$ and $R$ is $\mathcal{O}\left(h^{2}\right)$. The linear part $F(h)$ is referred to as the differential.
The differential of a function is also called its variation and if it exists, it is unique for the given functional. For example the functional $\Phi(\gamma)=\int_{t_{0}}^{t_{1}} L(x, \dot{x}, t)$ the differential can be reached by this definition to be equal to

$$
\begin{equation*}
F(h)=\int_{t_{0}}^{t_{1}}\left[\frac{\partial L}{\partial x}-\frac{d}{d t} \frac{\partial L}{\partial \dot{x}}\right] h d t+\left.\left(\frac{\partial L}{\partial \dot{x}} h\right)\right|_{t_{0}} ^{t_{1}} \tag{38}
\end{equation*}
$$

The proof of this follows from expressing $L(x+h, \dot{x}+\dot{h}, t)$ in it's multi-variable Taylor's expansion from $L(x, \dot{x}, t)$. It follows that seeing first order only we get $\Phi(\gamma+h)-\Phi(\gamma)=\int\left[\frac{\partial L}{\partial x} h+\frac{\partial L}{\partial \dot{x}} \dot{h}\right]+\mathcal{O}\left(h^{2}\right)$ which simplifies using integration by parts to the expression in equation 38.
Definition 2.2 (Extremal). An extremal of a differentiable functional $\Phi(\gamma)$ is the curve $\gamma$ where $F(h)=0$ for all $h$.
We can see from equation 38 that under certain boundary conditions of taking $x\left(t_{0}\right)=x_{0}$ and $x\left(t_{1}\right)=x_{1}$, the extremal condition arises for the curve $\gamma: x=x(t)$ if and only if

$$
\begin{equation*}
\frac{\partial L}{\partial x}-\frac{d}{d t} \frac{\partial L}{\partial \dot{x}}=0 \tag{39}
\end{equation*}
$$

This is exactly the Euler-Lagrange equation which shows that it follows from principle of least action. If we take $x$ to be a $n$ dimensional vector in $\mathbb{R}^{n}$, we get $\gamma$ to be a $n+1$ dimensional curve in $\mathbb{R} \times \mathbb{R}^{n}$ and similarly $L$ is a function in $2 n+1$ variables. Hence the extremal now comes to be $n$ second order equations with the $2 n$ conditions from $x\left(t_{0}\right)=x_{0}$ and $x\left(t_{1}\right)=t_{1}$.
The extremal for the functional with $L(x, \dot{x}, t)=\sqrt{1+\dot{x}^{2}}$ comes out to be a straight line connecting the two points in the $(x, t)$ space. Similarly if one were to find the extremal for distance along a spherical surface it comes to be the great circle connecting the two points. This is generalized as geodesic equations and are used for the equations of motion in general relativity. Using the function $L(x, \dot{x}, t)=\sqrt{g_{\alpha \beta} \dot{x}^{\alpha} \dot{x}^{\beta}}$ the equations of motion arise to be

$$
\begin{equation*}
\frac{d^{2} x^{\alpha}}{d \tau^{2}}+\Gamma_{\beta \gamma}^{\alpha} \frac{d x^{\beta}}{d \tau} \frac{d x^{\gamma}}{d \tau}=0 \tag{40}
\end{equation*}
$$

Here $\Gamma_{\beta \gamma}^{\alpha}=g^{\alpha \mu}\left(g_{\beta \mu, \gamma}+g_{\gamma \mu, \beta}-g_{\beta \gamma, \mu}\right)$ which is the affine connection. This equation motion does infact arise from Hamilton's principle of least action.

Definition 2.3 (Lagrangian). We define $L(q, \dot{q}, t)=T-U$ as the lagrangian where $q_{i}$ are the generalized coordinates and $\dot{q}_{i}$ are the generalized velocities. We define $p_{i}=\partial L / \partial \dot{q}_{i}$ as the generalized momenta and $\partial L / \partial q_{i}$ as the generalized force. The extremal of $\int_{t_{0}}^{t_{1}} L d t$ which is the action is arrived at the solution of the Euler-Lagrange equations.

### 2.2 The Legendre Transformation

Let $f: \mathbb{I} \rightarrow \mathbb{R}, \mathbb{I} \subseteq \mathbb{R}$ be a convex function. The legendre transformation is a new function $g: \mathbb{I}^{*} \rightarrow \mathbb{R}, \mathbb{I}^{*} \subseteq \mathbb{R}$ defined as follows

$$
\begin{equation*}
g(p)=\sup _{x \in \mathbb{I}}(x p-f(x)) \tag{41}
\end{equation*}
$$

The farthest vertical distance between the line $y=p x$ and $y=f(x)$ comes out to be the expression of $g(p)$ which is exactly it's definition. More solidly, let $F(x, p)=p x-f(x)$, and $F(x, p)$ has a maximum w.r.t $x$ at some $x(p)$, then $g(p)=F(p, x(p))$. This extremal occurs at $f^{\prime}(x)=p$ hence we get the expression in equation 41.
If the function $f$ is convex over some domain we know that it's derivative will have an inverse over that same domain hence guaranteeing that $x(p)$ must be unique if it exists. Also if for a value of $p$ the supremum is unbounded, that cannot be in $\mathbb{I}^{*}$.
An example for this is the function $f=c x$ which is convex but not strictly convex. If $p \neq c$ the supremum of $F(x, p)$ is non finite hence the domain is only $\{c\}$ and $g(c)=0$. We can similarly find that for $f(x)=m x^{2} / 2, g(p)=p^{2} / 2 m$. More generally for $f(x)=x^{\alpha} / \alpha$ we get $g(p)=p^{\beta} / \beta$ for $\alpha+\beta=\alpha \beta$ and both $\alpha, \beta>1$.
Importantly the Legendre transform is involvutive hence it's square is the identity. This becomes readily apparent on writing the transform in terms of derivatives as shown below.

$$
\begin{equation*}
g(p)=p\left(f^{\prime}\right)^{-1}(p)-f\left(\left(f^{\prime}\right)^{-1}(p)\right) \tag{42}
\end{equation*}
$$

This form of writing the transform is not entirely correct since it brings up issues for non convex functions.



Figure 1: Left panel: envelope of the family of lines would give back the Legendre transform of the intercept value of a certain slope. Right panel: the supremum of the $p \dot{x}-L(\dot{x})$ can be geometrically represented as the $y$ intercept of the tangent of same slope. Image credit: [3].

Corollary 2.0.1. Consider a given family of straight lines $y=p x-g(p)$, the envelope of these lines has the equation $y=f(x)$ where $f(x)$ is the Legendre transformation of $g$

This above corollary follows from the fact that the enveloping function for a family of lines has these lines to be it's tangents. Hence this gives $p=\partial f / \partial x$ and at this value $g(p)=\frac{\partial f}{\partial x} x-f(x)$ which is the supremum of the expression $p x-f(x)$ and hence $g$ and $p$ are Legendre transforms of each other.
Definition 2.4. Two functions, $f$ and $g$, which are Legendre transforms of each other are called dual in the sense of Young.

Since $g(p)$ is defined as the supremum over $x$ of $p x-f(x)$, we get the following inequatlity referred to as the Young's inequality

$$
\begin{equation*}
p x \leq f(x)+g(p) \tag{43}
\end{equation*}
$$

Now let's suppose we have some convex function $f(\mathbf{x})$ where $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ and we now define a $\mathbf{p}=$ $\left(p_{1}, \ldots, p_{n}\right)$. We define the legendre transform as follows

$$
\begin{equation*}
g(\mathbf{p})=\sup _{\mathbf{x}}(\langle\mathbf{p}, \mathbf{x}\rangle-f(\mathbf{x})) \tag{44}
\end{equation*}
$$

Since one would reach an maxima when the gradient of the expression is zero, this gives us the condition $\mathbf{p}=\partial f / \partial \mathbf{x}$. If we take $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ as a convex function and denote the dual space by $\mathbb{R}^{n *}$, we essentially have $f^{\prime}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n *}$ where $f^{\prime}(\mathbf{x})=\partial f / \partial \mathbf{x}$. The $\mathbf{p}$ are in the dual vector space.

Definition 2.5 (Convex function). A multi-variable function is convex over a convex set iff it's Hessian matrix of second derivatives is positive semidefinite over this convex set.

The hessian matrix is defined as $\left(\mathbf{H}_{\mathbf{f}}\right)_{i, j}=\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}$. We must note that this Hessian matrix is the Jacobian for the function $\partial f / \partial \mathbf{x}$. Using the inverse function theorem, a positive semidefinite Hessian matrix implies that the derivative function has an invertible Jacobian and since this is over the whole domain of $\mathbb{R}^{n}$, the mapping of $g: \mathbb{R}^{n *} \rightarrow \mathbb{R}^{n}$ is well defined.
As an example we can pick the function $f(\mathbf{x})=f_{i j} x_{i} x_{j}$ (repeated indices are summed over). The gradient of this function is $f^{\prime}(\mathbf{x})_{i}=\left(f_{k i}+f_{i k}\right) x_{k}$ so putting in the expression we get $g(\mathbf{p})=x_{i}\left(f_{k i}+f_{i k}\right) x_{k}-x_{i} f_{i k} x_{k}=f_{i j} x_{j} x_{i}$. Since $x_{i} x_{j}=x_{j} x_{i}$ this shows that $g(\mathbf{p}(\mathbf{x}))=f(\mathbf{x})$ and since these are Legendre transforms of each other, we also have $f(\mathbf{x}(\mathbf{p}))=g(\mathbf{p})$.

### 2.3 Hamilton's mechanics

Theorem 2.1. The system of Lagrange's equations are equivalent to the system of $2 n$ first order equations which are referred to as the Hamilton's equations.

$$
\begin{align*}
\dot{\mathbf{p}} & =-\frac{\partial \mathcal{H}}{\partial \mathbf{q}}  \tag{45}\\
\dot{\mathbf{q}} & =\frac{\partial \mathcal{H}}{\partial \mathbf{p}} \tag{46}
\end{align*}
$$

Here $\mathcal{H}(\mathbf{p}, \mathbf{q}, t)=\langle\mathbf{p}, \dot{\mathbf{q}}\rangle-L(\mathbf{q}, \dot{\mathbf{q}}, t)$ which is the Legendre transformation of the lagrangian with respect to $\dot{\mathbf{q}}$.

Proof. These equations arise from writing the differential of $\mathcal{H}$ which can expressed simply by chain rule and also in terms of the Legendre transform of $L$ hence

$$
\begin{equation*}
d \mathcal{H}=\frac{\partial \mathcal{H}}{\partial \mathbf{p}} \cdot d \mathbf{p}+\frac{\partial \mathcal{H}}{\partial \mathbf{q}} \cdot d \mathbf{q}+\frac{\partial \mathcal{H}}{\partial t} d t=\dot{\mathbf{q}} \cdot d \mathbf{p}-\frac{\partial L}{\partial \mathbf{q}} \cdot d \mathbf{q}-\frac{\partial \mathcal{H}}{\partial t} d t \tag{47}
\end{equation*}
$$

From Lagrange's equations $\dot{\mathbf{p}}=\partial L / \partial \mathbf{q}$ and this gives us the Hamilton's equations since variations in all directions should be equal.

In the case of mechanical equations we have $L=T-U$ and in the situation that the kinetic energy is in a quadratic form with respect to $\dot{\mathbf{q}}$ and we can see that the hamiltonian comes out to become $\mathcal{H}=T+U$ in this case.
Corollary 2.1.1. $d \mathcal{H} / d t=\partial \mathcal{H} / \partial t$, hence a system whose hamiltonian has no explicit time dependence, will have a law of conservation $\mathcal{H}(\mathbf{p}(t), \mathbf{q}(t))=$ constant.

### 2.4 Liouville's Theorem and Poincare Recurrence

Definition 2.6 (Phase flow). The phase flow is a one parameter group of transformations of a phase space

$$
\begin{equation*}
g^{t}:(\mathbf{p}(0), \mathbf{q}(0)) \rightarrow(\mathbf{p}(t), \mathbf{q}(t)) \tag{48}
\end{equation*}
$$

Here $\stackrel{( }{ }(t), \mathbf{q}(t)$ are solutions of Hamilton's equations.
Theorem 2.2 (Liouville's theorem). Phase flow preserves volume of any region $D$ in the phase space over which the transformations are applied. Let's say the region evolves with time as $D(t)=g^{t} D(0)$ and $v(t)$ is the volume of $D(t)$, this theorem states that $v(t)$ is constant in $t$.

As per the transformation law we get from equation 48 we would express the volume as a multiple variable integral. As shown below it takes the form of a determinant of a matrix. We can think of this making sense by seeing this as an oriented volume as such a thing holds for the volume formed by an object composed of the vectors originating from a point. Intuitively this can be built by the fact that exchanging two of the vectors orientation wise should make the volume flip sign and this fully antisymmetrized nature is the sum represented by the matrix determinant with each vector being a row.

$$
\begin{equation*}
v(t)=\int_{D(0)} \operatorname{det} \frac{\partial g^{t} \mathbf{x}}{\partial \mathbf{x}} d x \tag{49}
\end{equation*}
$$

For small values of $t$ we can express the following

$$
\begin{equation*}
\frac{\partial g^{t} \mathbf{x}}{\partial \mathbf{x}}=I+\frac{\mathbf{f}}{\partial \mathbf{x}} t+\mathcal{O}\left(t^{2}\right) \tag{50}
\end{equation*}
$$

Lemma 2.3. For any matrix $A \in \mathbb{R}^{n \times n}$, we have the following for $t \rightarrow 0$

$$
\begin{equation*}
\operatorname{det}(I+A t)=1+\operatorname{tr}(A) t+\mathcal{O}\left(t^{2}\right) \tag{51}
\end{equation*}
$$

The above lemma follows from the fact that the only terms first order in $t$ can be shown to add up to the trace of $A$. The trace of $\partial \mathbf{f} / \partial \mathbf{x}=\nabla \cdot \mathbf{f}$ and so using this we can express volume at small $t$ as follows

$$
\begin{equation*}
v(t)=\int_{D(0)}\left[1+t \nabla \cdot \mathbf{f}+\mathcal{O}\left(t^{2}\right)\right] d x \tag{52}
\end{equation*}
$$

From this we can now write the following theorem
Theorem 2.4. If $\nabla \cdot \mathbf{f} \equiv 0, g^{t}$ is a volume preserving transformation.

Proof. From equation 52, it follows that $\left.(d v / d t)\right|_{t=0}=\int_{D(o)} \nabla \cdot \mathbf{f} d x$. This implies that if the divergence of $\mathbf{f}$ vanishes the derivative of the volume w.r.t time vanishes at $t=0$. Here $t=0$ can be extended to any $t=t_{0}$ since there is nothing special in choosing 0 hence giving us that the volume is indeed preserved for such a transformation.

Definition 2.7 (Liouville's formula). For the linear system $\dot{\mathbf{x}}=A(t) \mathbf{x}$, the Wronskian determninant is given by $W=W_{0} e^{\int \operatorname{tr}}(A) d t$.

Proof. Taken from [15]. Let us define a matrix solution $\Phi: \mathbb{R} \rightarrow \mathbb{R}^{n \times n}$, which satisfies $\dot{\Phi(t)} A(t)=\Phi(t)$. Using the notation of determinant as a sum with the levi-civita tensor, it's easy to see that the derivative of det $\Phi(t)$ would be the sum of the determinants with each row having been differentiated term-wise. Taking $A=\left\{a_{i j}\right\}$ and $\Phi=\left\{\phi_{i j}\right\}$ we can write the following

$$
\left(\dot{\phi}_{i, 1}, \ldots, \dot{\phi}_{i, n}\right)=\sum_{j=1}^{n} a_{i, j}\left(\phi_{i, 1}, \ldots, \phi_{i, n}\right)
$$

In the determinant which replaces the $i t h$ row with it's derivative, we can subtract $\sum_{j=1, j \neq i}^{n} a_{i, j}\left(\phi_{j, 1}, \ldots, \phi_{j, n}\right)$ which is a linear combination of all other rows in the determinant and hence does not change the expression. This gives

$$
\operatorname{det}\left(\begin{array}{ccc}
\phi_{1,1} & \ldots & \phi_{1, n} \\
\vdots & \ddots & \vdots \\
\dot{\phi}_{i, 1} & \ldots & \dot{\phi}_{i, n} \\
\vdots & \ddots & \vdots \\
\phi_{n, 1} & \ldots & \phi_{n, n}
\end{array}\right)=\operatorname{det}\left(\begin{array}{ccc}
\phi_{1,1} & \ldots & \phi_{1, n} \\
\vdots & \ddots & \vdots \\
a_{i, i} \phi_{i, 1} & \ldots & a_{i, i} \phi_{i, n} \\
\vdots & \ddots & \vdots \\
\phi_{n, 1} & \ldots & \phi_{n, n}
\end{array}\right)=a_{i, i} \operatorname{det}(\Phi)
$$

Adding the above expression for all $i$ we get the differential equation $\dot{W}=\operatorname{tr}(A) W$ which solves to give the expected expression for initial state $W_{0}$.

Theorem 2.5 (Poincaré's recurrence theorem). Let $g$ be a volume preserving transformation which is continuous and is a one-to-one mapping. Let $D$ be some bounded region of euclidean space onto itself i.e., $g D=D$. Then in any neighbourhood $U$ for any point in $D$, there exists a point $x \in U$ such that $\exists n>0$ such that $g^{n} x \in U$

Proof. Let's pick some $U \subset D$ with $U \neq \emptyset$. Since $g$ preserves volume, $\forall n, v\left(g^{n} U\right)=v(U)$ where $v(U)$ is the volume of the set $U$. All these images must lie in $D$ since $g D=D$. Since we have an infinite number of such images, assuming none intersect each other this would require $D$ to have infinite volume which is a contradiction. Hence this requires that $\exists k, l \geq 0$ with $k>l$ such that $g^{k} U \cup g^{l} U \neq \emptyset$ which is the same as saying $g^{k-l} U \cup U \neq \emptyset$ hence proving the statement.

Poincarés statement can be strengthened to state that almost every moving point returns an infninte number of times to it's initial position (explicitly state in it's topological form [1]).
This theorem has some very interesting implications such as the claim that in a two chamber container with gas contained only in the first chamber, all the molecules would return back to their initial point in the first chamber after some time. The resolution of this seemingly paradoxical claim lies in the fact that this time scale may be well longer than the duration of the solar system's existence.
Some common examples for application of Poincare's theorem are related to systems which involve an inherent periodicity such as movement on a circle or on a surface of a torus.
On a circle a transformation of an angle $2 \pi \alpha$ if $\alpha$ is irrational is dense on the circle since $\forall \delta>0, \exists n:\left|g^{n} x-x\right|<\delta$ due to the irrationality of $\alpha$ causing it never to be able to perform a proper loop.
Similarly for a system with two angles $\phi_{1}, \phi_{2}$ which are transforming as $g^{t}:\left(\phi_{1}, \phi_{2}\right) \rightarrow\left(\phi_{1}+\alpha_{1} t . \phi_{2}+\alpha_{2} t\right)$ one can fill up the phase space of the two variables which would be winding lines on a torus if $\alpha_{1} / \alpha_{2}$ is irrational. If their ratio is rational, there is some time where it would exactly return to the initial state but otherwise the winding lines would densely fill up the surface.

## 3 Manifolds



Figure 2: A nice and cozy manifold we happen to inhabit. Picture credits.


Figure 3: A complex four-space representation of the 'Calabi-Yau Manifold' by Stewart Dickson, which we also possibly inhabit. Picture credits.

### 3.1 What is a manifold?

Before we see what a manifold is, let's build toward some examples of similar such objects which are not. This section is in reference to [13], [14], [16], [10]. Let us first consider the 2 dimensional euclidean plane. Let's make a circle, a square and some $n$ number of non intersecting circles on this flat plane. For whatever point we pick on the circle, we can take some open neighbourhood of points which also lie on that circle and map these to a normal open line segment. This map is onto and continuous and will exist for any such portion picked from the circle. Similarly this can be shown for the square too even around the sharp right angled corners since the orientation of the points in this manner does not matter and it can be parametrized and mapped. The $n$ circles similarly can also be mapped since none intersect and hence every point would have some open neighbourhood which only has points from the same circle.
Things however get dicey if we try finding such mappings for two intersecting line segments. The point of intersection has no neighbourhood which has a continuous onto map to the open line segment. Since no matter how small the neighbourhood is, there will always be four directions of approach to the intersection, hence making continuous
onto mapping to a open line segment (which can only have two directions) impossible. This follows for any kind of intersection of objects that could have been mapped to the open line segment.
In 3 dimensions we have a similar mapping idea. Given a surface in 3D, we pick a point on it and want it's neighbourhood to have a continuous onto map to the open disc. We can see that analogous to the 2D case, a sphere, a torus, a cube and any $n$ number of spheres will be able to satisfy this property. Again in the case of two spheres that touch, the point of contact will be problematic since no neighbourhood around it can be mapped as we want to an open disc. This mapping property is something which in a way is an important concept of what makes a manifold what it is. We can now proceed to get into the actual definitions
Definition 3.1 (Manifold). A $n$-manifold is a topological space in which each point has a neighbourhood which is homeomorphic (having a bijective continuous map) to the Euclidean space of dimension $n$.

This definition is essentially that of a topological manifold since this allows for the manifold to lack a certain structure which would be required for a differentiable manifold. To avoid certain pathalogical cases a topological manifold is also required to be hausdorff and second countable.
Definition 3.2 (Hausdorff space). A Hausdorff space is a topological space where any two distinct points in this space there exists a neighbourhood for each point such that these neighbourhoods are disjoint.
Definition 3.3 (Second countable). A topological space $T$ is second-countable if there exists some countable collection $\mathcal{U}=\left\{U_{i}\right\}_{i=1}^{\infty}$ of open subsets of $T$ such that any open subset of $T$ can be written as a union of elements of some subfamily of $\mathcal{U}$.

Before we dive into differentiable manifolds we need to understand what charts are.
Definition 3.4 (Chart). A chart is an open set $U$ in $\mathbb{R}^{n}$ with an onto mapping $\phi: U \rightarrow \phi U \subset M$ where $M$ is a $n$ manifold. It is represented by this pair as $(U, \phi)$.


Figure 4: Mapping portions of a circle to open line segments. Picture taken from [16].


Figure 5: Compatible charts. Picture taken from [10]

Let's assume we have two points $p$ and $p^{\prime}$ in charts $U$ and $U^{\prime}$ respectively such that their image is the same point in $M$, then these points have neighbourhoods $V \subset U, V^{\prime} \subset U^{\prime}$ such that they have the same image in $M$. Hence this gives us a mapping $\phi^{\prime-1} \phi: V \rightarrow V^{\prime}$ and the charts are called compatible if this function and it's inverse mapping are differentiable (see figure 5). An atlas is a union of compatible charts. Two atlases are referred to as equivalent if their union is also an atlas. A differentiable manifold is a class of equivalent atlases.
We can see that the euclidean space $\mathbb{R}^{n}$ is a manifold which has an atlas with only one chart. The $n$ sphere given by $S^{n}=\left\{\left(x_{1}, \ldots, x_{n+1}\right): \sum x_{i}^{2}=1\right\}$ has an atlas with two charts which are it's stereographic projections. One can see various examples of configuration spaces which come out to be manifolds such as a spherical pendulum is essentially having a configuration space of $S^{2}$. Similarly the configuration space of two pendulums which are both planar is the direct product $S^{1} \times S^{1}=T^{2}$ which is a torus.

Definition 3.5 (Embedded manifold). We say $M$ is an embedded $k$ dimensional sub-manifold of $\mathbb{R}^{n}$ if in some neighbourhood $U$ for each point $\mathbf{x} \in M$ there are $n-k$ functions $f_{1}: U \rightarrow \mathbb{R}, \ldots f_{n-k}: U \rightarrow \mathbb{R}$ such that $f_{i}=0$ and the gradients of all these functions are linearly independent at $\mathbf{x}$

It can be shown that every manifold is embedded in some euvlidean space. We can show that $S O(3)$, the special orthogonal group of $3 \times 3$ matrices are embedded in $\mathbb{R}^{9}$. To show this we first note that any member of $S O(3)$ satisfies
the equation

$$
\begin{equation*}
O \in S O(3) \Longrightarrow O O^{T}=I_{3 \times 3} \tag{53}
\end{equation*}
$$

More importantly $O O^{T}$ is a $3 \times 3$ symmetric matrix and so has six independent parameters and hence making it equal identity gives us six independent equations. This shows that the $O$ matrix should have only 3 independent variables hence showing that it is 3 dimensional. However more importantly the six equations which constrain it are nothing but mappings from a neighbourhood of the point in the manifold to the set of real numbers and shows that we have $f_{1}: U \rightarrow \mathbb{R} \ldots f_{6}: U \rightarrow \mathbb{R}$ and it's easy to see that they have linearly independent gradients at the solution hence showing that the 3 dimensional manifold $S O(3)$ is embedded in $\mathbb{R}^{9}$. It must be noted that the implies in equation 53 becomes an iff when the manifold is $O(3)$. The $S O(3)$ has an additional condition which makes it a transformation which preserves handedness and so is just the connected form of $O(3)$.

### 3.2 Tangent space and the tangent bundle

We have already seen what an embedded manifold is. Now let's say we have a $k$ manifold embedded in $\mathbb{R}^{n}$. At any given point we have a $k$ dimensional tangent space $T M_{\mathbf{x}}$ which is orthogonal to all the vectors $\nabla f_{i}$ where $i$ goes from 1 to $n-k$. The vectors in this space are called tangent vectors to $M$ at $\mathbf{x}$ and can also be defined as velocity vectors of curves in $M$

$$
\begin{equation*}
\dot{\mathbf{x}}=\lim _{t \rightarrow 0} \frac{\varphi(t)-\varphi(0)}{t}, \varphi: \mathbb{R} \rightarrow M, \varphi(0)=\mathbf{x} \tag{54}
\end{equation*}
$$

Two curves $\varphi(t)$ and $\psi(t)$ are called equivalent if $\psi(0)=\varphi(0)=\mathbf{x}$ and $\lim _{t \rightarrow 0}(\varphi(t)-\psi(t)) / t=0$ in some chart. The tangent relationship will hold in all charts for the manifold since compatibility forces that they map to each other using a differentiable map and so the composition of the map on top of the curve would still obey the tangent relation.
Definition 3.6. A tangent vector to a manifold $M$ at the point $\mathbf{x}$ is an equivalence class of curves $\varphi(t)$, with $\varphi(0)=\mathbf{x}$.
The tangent vector is essentially just $d \varphi /\left.d t\right|_{t=0}$. Now one thing which happens here is that the union $\bigcup_{\mathbf{x} \in M} T M_{\mathbf{x}}$ has a natural differential manifold structure which has twice the dimension of $M$. This new manifold has twice as many dimensions since any point on it is defined by a $k$ dimensional tangent vector $\dot{\mathbf{x}}$ on a $k$ dimensional point $\mathbf{x}$ in $M$.
This manifold $T M$ is referred to as the tangent bundle. The mapping $p: T M \rightarrow M$ takes the tangent vector to the point in $M$ where it is tangent to it and is called the natural projection. The inverse image of a point in $M$ is it's tangent space $T M_{\mathrm{x}}$ and this space is called the fiber of the tangent bundle over that point.
Definition 3.7 (Reimannian manifold). A differentiable manifold with a fixed positive definite quadratic form $\langle\zeta, \zeta\rangle$ on every tangent space $T M_{\mathbf{x}}$ is called as a Reimannian manifold and the quadratic form is referred to as the Reimannian metric.

The concept of the Reimannian metric is extensively used for manifolds in general relativity where one writes $d s^{2}=$ $g_{\mu \nu} d x^{\mu} d x^{\nu}$.
One can create say some mapping $f: M \rightarrow N$ where $M$ and $N$ are manifolds and in local coordinates of $M$ and $N$ we have $f$ to be differentiable. We can proceed to define a new map between the tangent bundles of these manifolds.
Definition 3.8. The derivative of a differentiable mapping $f: M \rightarrow B$ at some point $\mathbf{x} \in M$ is the linear map

$$
\begin{equation*}
f_{* \mathbf{x}}: T M_{\mathbf{x}} \rightarrow T N_{f(\mathbf{x})} \tag{55}
\end{equation*}
$$

If we take some $v \in T M_{\mathbf{x}}$ and $\varphi: \mathbb{R} \rightarrow M$ with $\varphi(0)=\mathbf{x}$ with the velocity vector for this curve being $v$, we would define the velocity vector of the curve $f \circ \varphi: \mathbb{R} \rightarrow N$ as

$$
\begin{equation*}
f_{* \mathbf{x}} v=\left.\frac{d f(\varphi(t))}{d t}\right|_{t=0} \tag{56}
\end{equation*}
$$

We can check that the value of the RHS has no dependence on $\varphi$ since on applying chain rule and the constraints that $d \varphi /\left.d t\right|_{t=0}=v$ and $\varphi(0)=\mathbf{x}$ we get $f_{* \mathbf{x}} v=\nabla_{\mathbf{x}} f v$.
We could take the union of all these mappings $F_{* \mathbf{x}}$ and just denote $F_{*} T M \rightarrow T N$ by keeping $F_{*} v=f_{* \mathbf{x}} v$ for $v \in T M_{\mathbf{x}}$. We can see that this is well defined as each point in $T M$ would have a point in $M$ along with a vector in $T M_{\mathbf{x}}$ associated with it. Hence all this map does is take a point $(\mathbf{x}, \dot{\mathbf{x}})$ to $\left(f(\mathbf{x}), \nabla_{\mathbf{x}} f \dot{\mathbf{x}}\right)$ and so is clearly differentiable.

### 3.3 Making physical sense of manifolds

While we were building the tangent space and tangent bundle, we actually were getting to the very familiar Lagrangian dynamics which actually is defined on a tangent bundle. If $M$ is a differentiable mnanifold and $T M$ is the tangent
bundle, $L: T M \rightarrow \mathbb{R}$ is the lagrangian (assuming it has no time dependence). The extremal defined for the functional $\Phi(\gamma)=\int_{t_{0}}^{t_{1}} L(\dot{\gamma}) d t$ where $\dot{\gamma}(t) \in T M_{\gamma(t)}$.
The evolution of these coordinates is defined by the Euler-Lagrange equations in equation 39.
Definition 3.9. A lagrangian system on a Reimannian manifold is called natural $L=T_{U}$
One can now have certain holonomic constraints in the system. Since every manifold can be embedded in a certain Euclidean space and one can define the potential as something of the form $U^{\prime}=U+N \mathbf{q}_{2}^{2}$ where the coordinate $\mathbf{q}_{2}$ is chosen in a way that it is non zero only outside the manifold hence taking $N \rightarrow \infty$ the potential rapidly grows outside of $M$.
Now we must note that this is all for only autonomous lagrangian systems since $L$ has no explicit time dependence.


Figure 6: Stereographic projections of a sphere. Picture taken from [14]


Figure 7: A bead constrained to move on a rotating circle. Picture taken from [14]

More generally we would denote $L: T M \times \mathbb{R} \rightarrow \mathbb{R}$. The time dependent manifold is mapped to the euclidean space using $i: M \times \mathbb{R} \rightarrow E^{3 n}$ for a system of $n$ particles. One can have situations where constraints itself are time dependent such as a bead on a rotating circle. For this case $i(q, t)=(r \sin (q) \cos (\omega t), r \sin (q) \sin (\omega t), r \cos (q))$ and so it effectively is just a one dimensional problem now and the kinetic energy from the rotating circle can be grouped into the potential to make it $V=m g r \cos (q)-m \omega^{2} r^{2} \sin ^{2}(q) / 2$.

### 3.4 Some additional notes

So one may have noted that the topological manifold which is supposed to be the most general definition for any manifold. This definition however included two important points to eliminate pathalogical cases which were being Hausdorff and second countable. As we saw in section 1.1, closeness can be claimed without concerning oneself with a distance metric for that space.
There are some interestic non-Hausdorff spaces which show why it's best to have this as an additional condition. The most common example is that of a real line with two origins. It is defined with matching the real line at all points except at the origin which is left to two distinct points. One cannot picture it physically but the broken definition makes the two points for origin indistinguishable since their neighbourhoods will always have some non empty intersection. This line is represented by the quotient space of $\mathbb{R} \times\{a\}$ and $\mathbb{R} \times\{b\}$ with the equivalence relation $(x, a) \sim(x, b)$, $x \neq 0$ and we can see that $0_{a}$ has no disjointed neighbourhood from $0_{b}$. More of such examples are termed as non-hausdorff manifolds and so here are our pathological examples.

## 4 Symmetry

We see symmetry arise in lots of situations in nature such as rotational invariance for wavefunctions when they have a potential only depending on radius. One thing to note is that every symmetry is associated with some conserved quantity and interestingly symmetry breaking can cause some interesting things too.

### 4.1 Noether's theorem

Definition 4.1. A lagrangian $L$ on a manifold $M$ admits the mapping $h: M \rightarrow M$ if $\forall v \in T M, L\left(h_{*} v\right)=L(v)$
For example the transformation $h:\left(x_{1}, x_{2}, x_{3}\right) \rightarrow\left(x_{1}+s, x_{2}, x_{3}\right)$ on $L=(m / 2)\left(\dot{x}_{1}^{2}+\dot{x}_{2}^{2}+\dot{x}_{3}^{2}\right)-U\left(x_{2}, x_{3}\right)$ does not change it and hence it admits $h$. Using this we state Noether's theorem

Theorem 4.1 (Noether's theorem). If a lagrangian $L$ on $M$ admits the on-parameter group of diffeomorphisms $h^{s}$ : $M \rightarrow M, s \in \mathbb{R}$ then the lagrangian system of equations corresponding to $L$ has a first integral $I: T M \rightarrow \mathbb{R}$ which in local coordinates $\mathbf{q}$ on $M$ can be written as

$$
\begin{equation*}
I(\mathbf{q}, \dot{\mathbf{q}})=\left.\frac{\partial L}{\partial \dot{\mathbf{q}}} \frac{d h^{s}(q)}{d s}\right|_{s=0} \tag{57}
\end{equation*}
$$

Proof. Let $\varphi: \mathbb{R} \rightarrow M, \mathbf{q}=\varphi(t)$ be a solutions to the Lagrange's equations. Since $L$ admits $h^{s}$, this means $h^{s} \varphi: \mathbb{R} \rightarrow M$ also satisfies the Lagrange's equations for all $s \in \mathbb{R}$. Since $s$ is a continuous variable, this means that $L$ does not depend explicitly on $s$ hence we can write the following for $\mathbf{q}=h^{s}(\varphi(t))$

$$
\begin{equation*}
\frac{\partial L(\Phi, \dot{\Phi})}{\partial s}=\frac{\partial L}{\partial \mathbf{q}} \frac{\partial \mathbf{q}}{\partial s}+\frac{\partial L}{\partial \dot{\mathbf{q}}} \frac{\partial \dot{\mathbf{q}}}{\partial s}=0 \tag{58}
\end{equation*}
$$

However it is known that $\mathbf{q}$ is a solution to the Lagrange equations and hence we can write $\frac{\partial L}{\partial \mathbf{q}}=\frac{d}{d t} \frac{\partial L}{\partial \dot{\mathbf{q}}}$ and so we would write the following from the previous equation

$$
\begin{equation*}
\left(\frac{d}{d t} \frac{\partial L}{\partial \dot{\mathbf{q}}}\right) \frac{\partial \mathbf{q}}{\partial s}+\frac{\partial L}{\partial \dot{\mathbf{q}}} \frac{\partial \dot{\mathbf{q}}}{\partial s}=\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\mathbf{q}}} \frac{\partial \mathbf{q}}{\partial s}\right)=0 \tag{59}
\end{equation*}
$$

Hence giving us the first integral to be the claimed expression.
Now let us first understand what exactly a first integral by referring to it's definition [11].
Definition 4.2 (First integral). Given a system of differential equations $\Phi(t, \mathbf{x}(t), \dot{\mathbf{x}}(t))=0$, the first integral is a non constant function $I: T M \rightarrow \mathbb{R}$ such that $d I(\mathbf{x}(t), \dot{\mathbf{x}}(t)) / d t=0$ for any solution of $\Phi(t, \mathbf{x}(t), \dot{\mathbf{x}}(t))=0$.

The reason it is referred to as an integral actually is due to the fact that in earlier times mathematicians used to integrate ODEs to get solutions and so the term "integral" is associated with solution in this sense. While one may see this quantity as just the conserved quantity due to symmetry (which it infact really is), there is more interesting physical observations to it. For autonomous systems, one can think of the first integral to represent a scalar potential and solutions represent the equipotential surfaces.
If a system admits rotations around an axis say $e_{1}$, the angular momentum with respect to that axis is conserved. We can see this by observing that if $h^{s}$ is the rotation, $\left.\left(d h^{s} \mathbf{x}_{i} / d s\right)\right|_{s=0}=e_{1} \times \mathbf{x}_{i}$ and so from this it follows that $I=\sum_{i} \partial L / \partial \dot{\mathbf{x}}_{i} \cdot\left(e_{1} \times \mathbf{x}_{i}\right)$ which is simply the total angular momentum about that axis since $\partial L / \partial \dot{\mathbf{x}}_{i}=m_{i} \dot{\mathbf{x}}_{i}$ (assuming the system is natural).
While our proof dealt with an autonomous system, it can be extended to non autonomous systems too. If we define a new manifold $M_{1}=M \times \mathbb{R}$, we can also define a new lagrangian for this system as $L_{1}: T M_{1} \rightarrow \mathbb{R}$ by $L_{1}=L \frac{d t}{d \tau}$ where $\tau$ is the parameter which we are using to parametrize everything including the actual time $t$. Hence we would write

$$
\begin{equation*}
L_{1}\left(\mathbf{q}, t, \frac{d \mathbf{q}}{d \tau}, \frac{d t}{d \tau}\right)=L\left(\mathbf{q}, \frac{d \mathbf{q}}{d \tau}, t\right) \frac{d t}{d \tau} \tag{60}
\end{equation*}
$$

We can now apply Noether's on $L_{1}$ to get the first integral $I_{1}: T M_{1} \rightarrow \mathbb{R}$ with no issues and since $\int L d t=\int L_{1} d \tau$ this integral reduces to $I: T M \times \mathbb{R} \rightarrow \mathbb{R}$. A particular interesting case here is when $L$ has no explicit time dependence in which case translation of the time coordinate is a transformation that does not change the lagrangian and the quantity that is conserved here is the energy (a very common case in dynamical systems).

### 4.2 Stress-energy tensor

So far we have abstained from using the field theory notation with tensors and indices but now we will introduce the stress energy tensor (or energy momentum tensor) from the lagrangian density motivation. Previously we used continuous transformations on tangent vectors on a manifold, we will now instead deal with continuous transformations on fields $\phi(x)$. Let's write any continuous infinitesimal transformation as $\phi^{\prime}(x)=\phi(x)+\alpha \Delta \phi(x)$ where $\alpha$ is an infinitesimal parameter and $\Delta \phi$ is a deformation of the field. The lagrangian would have to transform invariant upto a 4-divergence to be conserved as we would have $\mathcal{L}(x)=\mathcal{L}(x)+\alpha \partial_{\mu} \mathcal{J}^{\mu}(x)$. Similar to how we proved Noether's theorem, we use the Euler Lagrange equations and we get the following current

$$
\begin{equation*}
j^{\mu}(x)=\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi\right)} \Delta \phi-\mathcal{J}^{\mu} \tag{61}
\end{equation*}
$$

This current follows the conservation law $\partial_{\mu} j^{\mu}=0$ which implies that there is some kind of conserved charge which can be expressed as $Q=\int j^{0} d^{3} x$. In case the Lagrangian is invariant to the transformation we have $\mathcal{J}^{\mu}=0$ and we can see that $j^{\mu}$ is nothing but the first integral in equation 57.
Now let's say that we are transforming the coordinates by some translation which effectively changes the field too. We would represent the transformation as follows

$$
\begin{equation*}
\phi(x+a)=\phi(x)+a^{\mu} \partial_{\mu} \phi(x) \tag{62}
\end{equation*}
$$

Given that the lagrangian is scalar we would have it transform as $\mathcal{L}^{\prime}=\mathcal{L}+a^{\nu} \partial_{\mu}\left(\delta_{\nu}^{\mu} \mathcal{L}\right)$. On comparing with the previous case this is essentially a non zero $\mathcal{J}^{\mu}$ and to take this into account one can obtain four separately conserved currents by the following tensor

$$
\begin{equation*}
T_{\nu}^{\mu}=\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi\right)} \partial_{\nu} \phi-\mathcal{L} \delta_{\nu}^{\mu} \tag{63}
\end{equation*}
$$

This gives us the conserved charge to be the Hamiltonian which is conserved with time transalations.

$$
\begin{equation*}
H=\int T^{00} d^{3} x=\int \mathcal{H} d^{3} x \tag{64}
\end{equation*}
$$

The other spatial transalations are associated iwth a physical momentum carried by the field

$$
\begin{equation*}
P^{i}=\int T^{0 i} d^{3} x=-\int \frac{\partial \mathcal{L}}{\partial \dot{\phi}(x)} \partial_{i} \phi d^{3} x \tag{65}
\end{equation*}
$$

### 4.3 Symmetry breaking

A symmetric world would be dull [17]
Let us consider the following lagrangian density

$$
\begin{equation*}
\left.\mathcal{L}=\frac{1}{2}[(\partial] \vec{\varphi})^{2}-\mu^{2} \vec{\varphi}^{2}\right]-\frac{\lambda}{4}\left(\vec{\varphi}^{2}\right)^{2} \tag{66}
\end{equation*}
$$

Here $\vec{\varphi}$ is an $N$ component vector. We can see that $L$ admits all transformations which rotate $\vec{\varphi}$ which is essentially $O(N)$ symmetry. Here $\vec{\varphi}$ is essentially a field. One can manually remove the symmetry present by adding terms which simply depend on certain components alone however there is a way for spontaneous symmetry breaking if we define our lagrangian slightly differently.

$$
\begin{equation*}
\left.\mathcal{L}^{\prime}=\frac{1}{2}[(\partial] \vec{\varphi})^{2}+\mu^{2} \vec{\varphi}^{2}\right]-\frac{\lambda}{4}\left(\vec{\varphi}^{2}\right)^{2} \tag{67}
\end{equation*}
$$

This is essentially what looks like a double well potential's lagrangian where we have

$$
\begin{equation*}
V(\varphi)=-\frac{1}{2} \mu^{2} \vec{\varphi}^{2}+\frac{\lambda}{4}\left(\vec{\varphi}^{2}\right)^{2} \tag{68}
\end{equation*}
$$

This has two minimas which are symmetric about the origin in the one dimensional case. In quantum mechanics, presence in one of the minimas would imply the possibility of being able to tunnel to the other minima too. However the tunneling barrier is now $[V(0)-V( \pm v)] \int d^{D} x$ where $D$ is the dimensions of space ( 1 in this case) and so tunneling is shut down as this barrier is effectively infinite. Hence the ground state must make a choice between two equivalent situations showing that naturally the symmetry is destroyed. If we choose the ground state to be at $+v$ we can write $\varphi=v+\varphi^{\prime}$ and expanding about $\varphi^{\prime}$ we get

$$
\begin{equation*}
\mathcal{L}^{\prime}=\frac{\mu^{4}}{4 \lambda}+\frac{1}{2}\left(\partial \varphi^{\prime}\right)^{2}-\mu^{2} \varphi^{\prime 2}-\mathcal{O}\left(\varphi^{\prime 3}\right) \tag{69}
\end{equation*}
$$

The shifted field $\varphi^{\prime}$ has a mass of $\sqrt{2} \mu$ on comparing with equation 68 which is an interesting point to note. On extending to two dimensions, we get the sombrero potential (figure 8 ) which has $O(2)$ symmetry that will be broken for the ground state since one would have choose an angle and so this is a breaking of continuous symmetry. Since the choice is arbitrary we can pick a point with $\varphi_{1}=v$ and $\varphi_{2}=0$ and on expanding we get

$$
\begin{equation*}
L^{\prime}=\frac{\mu^{4}}{4 \lambda}+\frac{1}{2}\left(\partial \overrightarrow{\varphi^{\prime}}\right)^{2}-\mu^{2}{\varphi^{\prime}}_{1}^{2}-\mathcal{O}\left(\varphi^{\prime 3}\right) \tag{70}
\end{equation*}
$$

We can see now that the field $\varphi_{2}$ seems to have no mass and $\varphi=\sqrt{2} \mu$.
Theorem 4.2 (Goldstone's theorem). Whenever a continuous symmetry is spontaneously broken, massless fields, known as Nambu-Goldstone bosons emerge.


Figure 8: The sombrero potential. Picture credits.

Proof. Every continuous symmetry has a conserved charge $Q$ which generates a symmetry which relates to the Hamiltonian as $[H, Q]=0$. Let's say the ground state is $|0\rangle$ and the Hamiltonian is shifted by a constant so that $H|0\rangle=0$. Normally the ground state would have to be invariant under symmetry transform however that does not hold here so $Q|0\rangle \neq|0\rangle$. So let's say we want the energy of this transformed state which would be $H Q|0\rangle=(H Q-Q H+Q H)|0\rangle=0$. More importantly from the Fabri-Picasso theorem, $Q|0\rangle=0$ as otheriwse it would not be able to exist in the Hilbert space. This is due to $Q(t)=\int d x^{D} J^{\mu}(t)$ and the correlation function $\langle 0| Q Q|0\rangle$ will end up going to infinity unless it's zero itself.

## 5 Klein-Gordan Field

Before we go on to the actual nature of this field, it is important to understand what makes this necessary in the first place. It is seen that when writing a single particle relativistic wave equation (such as the Klein-Gordan equation or the Dirac equation) there are negative energy states which arise. These are resolved in the Dirac equation using a concept called the Dirac Sea [5].
The necessity of a multiparticle theory arises from having causality. Taking the propagation amplitude of a free particle from one point in space $\mathbf{x}_{0}$ to another $\mathbf{x}$. We would have the following expression for the same

$$
\begin{equation*}
U(t)=\langle\mathbf{x}| e^{-\iota H t}\left|\mathbf{x}_{0}\right\rangle \tag{71}
\end{equation*}
$$

One can expand this in the relativistic expression of $E=\sqrt{p^{2}+m^{2}}$ and on reduction of the integral the following expression is obtained

$$
\begin{equation*}
U(t)=\frac{1}{2 \pi^{2}\left|\mathbf{x}-\mathbf{x}_{0}\right|} \int_{0}^{\infty} d p \sin \left(p\left|\mathbf{x}-\mathbf{x}_{0}\right|\right) p e^{-\iota t \sqrt{p^{2}+m^{2}}} \tag{72}
\end{equation*}
$$

This can be evaluated in terms of Bessel functions [8]. What concerns us is the asymptotic behaviour well outside the light cone $\mathrm{x}^{2} \gg t^{2}$. The phase function would have a stationary point at $p=\iota m x / \sqrt{x^{2}-t^{2}}$ and so the contour integral can be pushed to this point and we get that $U(t) \sim e^{-m \sqrt{x^{2}-t^{2}}}$ upto some rational function of $x$ and $t$. This shows that there is a propagation amplitude that is vanishing but non zero which goes outside the light cone and that is not a good thing clearly as we no longer have causality.
The Klein Gordan equation is the equations of motion of a very basic lagrangian density shown below

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left(\partial_{\mu} \phi\right)^{2}-\frac{1}{2} m^{2} \phi^{2} \tag{73}
\end{equation*}
$$

Which gives us the Klein-Gordan equation below

$$
\begin{equation*}
\left(\partial^{\mu} \partial_{\mu}+m^{2}\right) \phi=0 \tag{74}
\end{equation*}
$$

### 5.1 Klein Gordan field as Harmonic Oscillators

Here we will quantize classical field theory by promoting $\phi$ and $\pi=\partial \mathcal{L} / \partial \dot{\phi}$ (canonical momenta) into operators much like how we treat $q$ (position) and $p$ (momentum) as operators in quantum mechanics. Similar to our very familiar commutation relations in equation 14 we write the following

$$
\begin{gather*}
{[\phi(\mathbf{x}), \pi(\mathbf{y})]=\iota \delta^{(3)}(\mathbf{x}-\mathbf{y})} \\
{[\phi(\mathbf{x}), \phi(\mathbf{y})]=[\pi(\mathbf{x}), \pi(\mathbf{y})]=0} \tag{75}
\end{gather*}
$$

Now our aim would be to construct the Hamiltonian that describes the system for the Klein-Gordan field. We can start that off by taking the Fourier transform of the field

$$
\begin{equation*}
\phi(\mathbf{x}, t)=\int \frac{d^{3} p}{(2 \pi)^{3}} e^{\iota \mathbf{p} \cdot \mathbf{x}} \phi(\mathbf{p}, t) \tag{76}
\end{equation*}
$$

The Klein-Gordan equation in equation 74 becomes into

$$
\begin{equation*}
\left[\frac{\partial^{2}}{\partial t^{2}}+\left(|\mathbf{p}|^{2}+m^{2}\right)\right] \phi(\mathbf{p}, t)=0 \tag{77}
\end{equation*}
$$

However this really is the same as the equation of a harmonic oscillator with frequency of $\omega_{\mathbf{p}}=\sqrt{|\mathbf{p}|^{2}+m^{2}}$. Now similar to how we have written the ladder operators for a simple harmonic oscillator, we can do the same for every individual Fourier mode of the field hence treating each mode as an independent oscillator with it's own ladder operations.

$$
\begin{gather*}
\phi(\mathbf{x})=\int \frac{d^{3}}{(2 \pi)^{3}} \frac{1}{\sqrt{2 \omega_{\mathbf{p}}}}\left(a_{\mathbf{p}} e^{\iota \mathbf{p} \cdot \mathbf{x}}+a_{\mathbf{p}}^{\dagger} e^{-\iota \mathbf{p} \cdot \mathbf{x}}\right)  \tag{78}\\
\pi(\mathbf{x})=\int \frac{d^{3}}{(2 \pi)^{3}}(-\iota) \sqrt{\frac{\omega_{\mathbf{p}}}{2}}\left(a_{\mathbf{p}} e^{\iota \mathbf{p} \cdot \mathbf{x}}-a_{\mathbf{p}}^{\dagger} e^{-\iota \mathbf{p} \cdot \mathbf{x}}\right) \tag{79}
\end{gather*}
$$

We will find it useful to write $a_{\mathbf{p}}^{\dagger} e^{-\iota \mathbf{p} \cdot \mathbf{x}}=a_{-\mathbf{p}}^{\dagger} e^{\iota \mathbf{p} \cdot \mathbf{x}}$ which would make further calculations simpler. We note that we have the following commutation relation hold

$$
\begin{equation*}
\left[a_{\mathbf{p}}, a_{\mathbf{p}^{\prime}}^{\dagger}\right]=(2 \pi)^{3} \delta^{(3)}\left(\mathbf{p}-\mathbf{p}^{\prime}\right) \tag{80}
\end{equation*}
$$

It can be checked using this commutator relation that it equivalently gives $\left[\phi(\mathbf{x}), \pi\left(\mathbf{x}^{\prime}\right)\right]=\iota \delta^{(3)}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)$. Given a $\phi$ and $\pi$ we can construct the Hamiltonian from these as follows

$$
\begin{equation*}
H=\int d^{3} x \mathcal{H}=\int d^{3} x\left[\frac{1}{2} \pi^{2}+\frac{1}{2}(\nabla \phi)^{2}+\frac{1}{2} m^{2} \phi^{2}\right] \tag{81}
\end{equation*}
$$

Using this we can now finally construct the Hamiltonian for the Klein-Gordan Field.

$$
\begin{align*}
H=\int d^{3} x \int \frac{d^{3} p d^{3} p^{\prime}}{(2 \pi)^{6}} e^{\iota\left(\mathbf{p}+\mathbf{p}^{\prime}\right) \cdot \mathbf{x}}\{ & \left.-\frac{\sqrt{\omega_{\mathbf{p}} \omega_{\mathbf{p}^{\prime}}}}{4}\left(a_{\mathbf{p}}-a_{-\mathbf{p}}^{\dagger}\right)\left(a_{\mathbf{p}}-a_{-\mathbf{p}}^{\dagger}\right)+\frac{m^{2}-\mathbf{p} \cdot \mathbf{p}^{\prime}}{4 \sqrt{\omega_{\mathbf{p}} \omega_{\mathbf{p}^{\prime}}}}\left(a_{\mathbf{p}}+a_{-\mathbf{p}}^{\dagger}\right)\left(a_{\mathbf{p}}+a_{-\mathbf{p}}^{\dagger}\right)\right\} \\
& =\int \frac{d^{3} p}{(2 \pi)^{3}} \omega_{\mathbf{p}}\left(a_{\mathbf{p}}^{\dagger} a_{\mathbf{p}}+\frac{1}{2}\left[a_{\mathbf{p}}, a_{\mathbf{p}}^{\dagger}\right]\right) \tag{82}
\end{align*}
$$

One may notice that the second term is proportional to $\delta(0)$ which is essentially infinite which while disturbing is not a real issue since energy differences are what matter. This is due to the sum of all the zero point energies being summed over for all the Harmonic oscillators. However one cannot ignore this zero point energy always as one can see in the Casimir effect [4].

$$
\begin{equation*}
\left[H, a_{\mathbf{p}}^{\dagger}\right]=\omega_{\mathbf{p}} a_{\mathbf{p}}^{\dagger} \quad\left[H, a_{\mathbf{p}}\right]=\omega_{\mathbf{p}} a_{\mathbf{p}}^{\dagger} \tag{83}
\end{equation*}
$$

We now see that we have the state $|0\rangle$ which we will treat as the ground state for all $\mathbf{p}$ since $a_{\mathbf{p}}|0\rangle=0$ and will be referred to as the vacuum. We can apply creation operators on this to create states $a_{\mathbf{p}}^{\dagger} a_{\mathbf{q}}^{\dagger} \ldots|0\rangle$ which would have energy $\omega_{\mathbf{p}}+\omega_{\mathbf{q}}+\ldots$ and these are the states that are present in the spectrum. We can on this basis create a total momentum operator as $\int \frac{d^{3} p}{(2 \pi)^{3} \mathbf{p}} a_{\mathbf{p}}^{\dagger} a_{\mathbf{p}}$. We can call these excitations created by the creation operations to simply be particles each with a different momentum wavefunction. The states $a_{\mathbf{p}} a_{\mathbf{q}}|0\rangle$ and $a_{\mathbf{q}} a_{\mathbf{p}}|0\rangle$ are equivalent since these operations commute and also a single mode $\mathbf{p}$ can contain arbitrarily many particles which would be driven by applying any number of $a_{\mathbf{p}}^{\dagger}$ and so these particles obey Bose-Einstein statistics.

We would define the vaccum state to be normalized hence $\langle 0\rangle 0=1$. However if we similarly define our states as $|\mathbf{p}\rangle=a_{\mathbf{p}}^{\dagger}|0\rangle$ upto a constant and $\left.\langle\mathbf{p}\rangle \mathbf{q}=(2 \pi)^{3} \delta^{( } 3\right)(\mathbf{p}-\mathbf{q})$ the normalization does not remain Lorentz invariant. This is due to the fact that $\delta\left(f(x)-f\left(x_{0}\right)\right)=\frac{1}{\left|f^{\prime}\left(x_{0}\right)\right|} \delta\left(x-x_{0}\right)$ and so to correct for this we simply define the states as

$$
\begin{equation*}
\left.|\mathbf{p}\rangle=\sqrt{2 E_{\mathbf{p}}} a_{\mathbf{p}}^{\dagger}|0\rangle \quad\langle\mathbf{p}\rangle \mathbf{q}=2 E_{\mathbf{p}}(2 \pi)^{3} \delta^{( } 3\right)(\mathbf{p}-\mathbf{q}) \tag{84}
\end{equation*}
$$

Since we have $\left.E_{\mathbf{p}} \delta^{( } 3\right)(\mathbf{p}-\mathbf{q})$ as lorentz invariant. However introducing this extra factor will also require we define the completeness relation for one particle as

$$
\begin{equation*}
\mathbb{I}_{1 \text { particle }}=\int \frac{d^{3} p}{(2 \pi)^{3}}|\mathbf{p}\rangle \frac{1}{2 E_{\mathbf{p}}}\langle\mathbf{p}| \tag{85}
\end{equation*}
$$

Infact the integral $\int \frac{d^{3} p}{(2 \pi)^{3}} \frac{1}{2 E_{\mathbf{p}}}$ is a Lorentz invariant integral in the sense that if $f(p)$ is Lorentz invariant, so is $\int \frac{d^{3} p}{(2 \pi)^{3}} \frac{f(p)}{2 E_{\mathbf{p}}}$. This can be seen as the integral over the $p^{0}>0$ branch of the hyperboloid $p^{2}=m^{2}$ in the 4-momentum space if written as follows

$$
\begin{equation*}
\int \frac{d^{3} p}{(2 \pi)^{3}} \frac{f(p)}{2 E_{\mathbf{p}}}=\left.\int \frac{d^{4} p}{(2 \pi)^{3}} \frac{f(p)}{\delta}\left(p^{2}-m^{2}\right)\right|_{p^{0}>0} \tag{86}
\end{equation*}
$$

This finally leads us to interpretation of $\phi(x)|0\rangle$. As per how $\phi$ is written in equation 80 we get

$$
\begin{equation*}
\phi(\mathbf{x})|0\rangle=\int \frac{d^{3} p}{(2 \pi)^{3}} \frac{1}{2 E_{\mathbf{p}}} e^{-\iota \mathbf{p} \cdot \mathbf{x}}|\mathbf{p}\rangle \tag{87}
\end{equation*}
$$

We will be treating this as $|\mathbf{x}\rangle$ since we can see for the non relativistic case $E_{\mathbf{p}}$ is nearly constant hence this simply sums all plane waves hence would give a point particle.

### 5.2 Solving the causality problem

A thing to note is that the previous subsection stuck to the Schrödinger picture. We will now proceed to use the Heisenberg picture. Using the Heisenberg equations of motion we can write the following

$$
\begin{align*}
\iota \frac{\partial}{\partial t} \phi(\mathbf{x}, t) & =\left[\phi(\mathbf{x}, t), \int d^{3} x^{\prime}\left\{\frac{1}{2} \pi^{2}\left(\mathbf{x}^{\prime}, t\right)+\frac{1}{2}\left(\nabla \phi\left(\mathbf{x}^{\prime}, t\right)\right)^{2}+\frac{1}{2} m^{2} \phi^{2}\left(\mathbf{x}^{\prime}, t\right)\right\}\right] \\
& \left.=\int d^{3} x^{\prime}\left(\iota \delta^{( } 3\right)\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \pi\left(\mathbf{x}^{\prime}, t\right)\right) \\
& =\iota \pi(\mathbf{x}, t)  \tag{88}\\
\iota \frac{\partial}{\partial t} \pi(\mathbf{x}, t) & =\left[\pi(\mathbf{x}, t), \int d^{3} x^{\prime}\left\{\frac{1}{2} \pi^{2}\left(\mathbf{x}^{\prime}, t\right)+\frac{1}{2} \phi\left(\mathbf{x}^{\prime}, t\right)\left(-\nabla^{2}+m^{2}\right) \phi\left(\mathbf{x}^{\prime}, t\right)\right\}\right] \\
& \left.=\int d^{3} x^{\prime}\left(\iota \delta^{( } 3\right)\left(\mathbf{x}-\mathbf{x}^{\prime}\right)\left(-\nabla^{2}+m^{2}\right) \phi\left(\mathbf{x}^{\prime}, t\right)\right) \\
& =-\iota\left(-\nabla^{2}+m^{2}\right) \phi(\mathbf{x}, t) \tag{89}
\end{align*}
$$

Using the commutation relation of $H$ and $a_{\mathbf{p}}$ we can write $H a_{\mathbf{p}}=a_{\mathbf{p}}\left(H-E_{\mathbf{p}}\right)$ which can be extended to $H^{n} a_{\mathbf{p}}=$ $a_{\mathbf{p}}\left(H-E_{\mathbf{p}}\right)^{n}$. Using this we get the identities

$$
\begin{equation*}
e^{\iota H t} a_{\mathbf{p}} e^{-\iota H t}=a_{\mathbf{p}} e^{-\iota E_{\mathbf{p}} t} \quad e^{\iota H t} a_{\mathbf{p}}^{\dagger} e^{-\iota H t}=a_{\mathbf{p}}^{\dagger} e^{\iota E_{\mathbf{p}} t} \tag{90}
\end{equation*}
$$

We would similarly get the same identities using the total momentum operator $\mathbf{P}$ instead of $H$ and $\mathbf{p}$ instead of $E_{\mathbf{p}}$. This lets us relate $p h i(x)$ to $\phi(0)$ as

$$
\begin{align*}
\phi(x) & =e^{\iota(H t-\mathbf{P} \cdot \mathbf{x})} \phi(0) e^{-\iota(H t-\mathbf{P} \cdot \mathbf{x})} \\
& =e^{\iota P \cdot x} \phi(0) e^{-\iota P \cdot x} \tag{91}
\end{align*}
$$

Here the notation used is $P^{\mu}=(H, \mathbf{P})$. We must note that both $e^{-\iota p^{0} t}$ and $e^{\iota p^{0} t}$ appear in the expressions which shows positive and negative energy modes respectively. We will refer to these as positive and negative frequency modes. The positive frequency solution has it's coefficient as the operator which destroys a particle in that single
particle wavefunction and the negative mode has one which creates a particle.
As per how the operators have been defined, the amplitude for a particle to propogate to $y$ from $x$ is $\langle 0| \phi(x) \phi(y)|0\rangle$ which we will call as $D(x-y)$. Since each operator $\phi$ is composed of the ladder operators, only the term $\langle 0| a_{\mathbf{p}} a_{\mathbf{q}}^{\dagger}|0\rangle=$ $(2 \pi)^{3} \delta^{3}(\mathbf{p}-\mathbf{q})$ will be non zero. The expression which is left is

$$
\begin{equation*}
D(x-y)=\langle 0| \phi(x) \phi(y)|0\rangle=\int \frac{d^{3} p}{(2 \pi)^{3}} \frac{1}{2 E_{\mathbf{p}}} e^{-\iota p \cdot(x-y)} \tag{92}
\end{equation*}
$$

We already know that this kind of integral is Lorentz invariant. Let's say that $x-y$ is timelike separated we get $D(x-y) \sim e^{-\iota m t}$ taking $t \rightarrow \infty$. When they are spatially separated $(\mathbf{x}-\mathbf{y}=\mathbf{r})$ the integral becomes as follows

$$
\begin{align*}
D(x-y) & =\int \frac{d^{3} p}{(2 \pi)^{3}} \frac{1}{2 E_{\mathbf{p}}} e^{\iota \mathbf{p} \cdot \mathbf{r}} \\
& =\frac{2 \pi}{(2 \pi)^{3}} \int_{0}^{\infty} d p \frac{p^{2}}{2 E_{\mathbf{p}}} \frac{e^{\iota p r}-e^{-\iota p r}}{\iota p r} \\
& =\frac{-\iota}{2(2 \pi)^{2} r} \int_{-\infty}^{\infty} d p \frac{p e^{\iota p r}}{\sqrt{p^{2}+m^{2}}} \tag{93}
\end{align*}
$$

There are two poles here which are $p= \pm \iota m$ so we can push the contours around one of the poles and substitute $\rho=-\iota p$ to get $D(x-y) \sim e^{-m r}$ when $r \rightarrow \infty$. Seeing these expressions it seems that our aim to solve the causality problem which we made so apparent does not really happen. However in the context of quantum mechanics, one would have to refer to causality as the act of one measurement affecting another. One knows that measurements that have a zero commutator do not affect each other and so we can pick the simplest measurement here which is $\phi$ and find the value of $[\phi(x), \phi(y)]$

$$
\begin{align*}
{[\phi(x), \phi(y)] } & =\int \frac{d^{3} p}{(2 \pi)^{3}} \frac{1}{\sqrt{2 E_{\mathbf{p}}}} \int \frac{d^{3} q}{(2 \pi)^{3}} \frac{1}{\sqrt{2 E_{\mathbf{q}}}}\left[\left(a_{\mathbf{p}} e^{-\iota p \cdot x}+a_{\mathbf{p}}^{\dagger} e^{\iota p \cdot x}\right),\left(a_{\mathbf{q}} e^{-\iota q \cdot y}+a_{\mathbf{q}}^{\dagger} e^{\iota q \cdot y}\right)\right] \\
& =\int \frac{d^{3} p}{(2 \pi)^{3}} \frac{1}{2 E_{\mathbf{p}}}\left(e^{-\iota p \cdot(x-y)}-e^{\iota p \cdot(x-y)}\right) \\
& =D(x-y)-D(y-x) \tag{94}
\end{align*}
$$

Now if $(x-y)^{2}<0$, we can perform a Lorentz transformation on the second term (the integral is Lorentz invariant so this shouldn't change anything) which takes $(x-y)$ to $(y-x)$. Such a transformation is only possible if they have a spacelike separation hence showing that in such a case the commutator is zero so causality is held.
Also we additionally define the green's function of the Klein-Gordan operator to be $D_{R}(x-y)=\theta\left(x^{0}-\right.$ $\left.y^{0}\right)\langle 0|[\phi(x), \phi(y)]|0\rangle$. We can see that

$$
\begin{align*}
\left(\partial^{2}+m^{2}\right) D_{R}(x-y) & =\left(\partial^{2} \theta\left(x^{0}-y^{0}\right)\right)\langle 0|[\phi(x), \phi(y)]|0\rangle+2\left(\partial_{\mu} \theta\left(x^{0}-y^{0}\right)\right)\left(\delta^{\mu}\langle 0|[\phi(x), \phi(y)]|0\rangle\right) \\
& \left.\left.=-\delta\left(x^{0}-y^{0}\right)\langle 0|[\pi(x), \phi(y))\right]|0\rangle+2 \delta\left(x^{0}-y^{0}\right)\langle 0|[\pi(x), \phi(y))\right]|0\rangle \\
& \left.=-\iota \delta^{( } 4\right)(x-y) \tag{95}
\end{align*}
$$

On noting the exact form of $D_{R}$ we find that a different pole prescription called the Feynman prescription makes it far more convenient to write which is

$$
\begin{equation*}
D_{F}(x-y)=\int \frac{d^{4} p}{(2 \pi)^{4}} \frac{\iota}{p^{2}-m^{2}+\iota \varepsilon} e^{-\iota p \cdot(x-y)} \tag{96}
\end{equation*}
$$

Here $\epsilon$ is just an infinitesimal number and while icky to define this way, we treat any constant multiplied to it as just $\epsilon$. The poles would now be at $p^{0}= \pm\left(E_{\mathbf{p}}-\iota \epsilon\right)$. When $x^{0}>y^{0}$ we can close the contour from below and vice versa for $x^{0}<y^{0}$ which makes $D_{F}(x-y)=D\left((x-y) \operatorname{sgn}\left(x^{0}-y^{0}\right)\right)$ and so has the time ordering inbuilt into it.

### 5.3 Complex Klein-Gordan Field

The case of a complex Klein Gordan field happens to show some interesting properties. When the complex scalar field is quantized, $\phi(x)$ creates positively charged particles and destroys negatively charged particles while $\phi^{\dagger}(x)$ does the opposite. As a result the commutator $\left[\phi(x), \phi^{\dagger}(y)\right]$ would have non zero contributions which must cancel outside the light cone to maintain causality. The term $\phi(x) \phi^{\dagger}(y)$ represents the propagation of a negatively charged particle from $y$ to $x$ and $\phi^{\dagger}(y) \phi(x)$ represents propagation of a positively charged particle from $x$ to $y$. For both of these to exist
we would need these particles to have the same mass and so these cancel out. The causality in quantum field theory requires that for every particle there is a corresponding antiparticle which has the same mass but opposite charge. When the Klein Gordan field is real, a particle is it's own antiparticle.
If $\phi(x)$ is complex we can write it as $\phi(x)=\left(\phi_{1}(x)+\phi_{2}(x) \iota\right) / \sqrt{2}$ where $\phi_{1}(x)$ and $\phi_{2}(x)$ are both real valued functions. Since $\phi(x)$ is a solution, this would require both $\phi_{1}(x)$ and $\phi_{2}(x)$ must be solutions since $\left(\partial_{\mu} \partial^{\mu}+m^{2}\right) \phi_{i}(x)$ would be real hence we equate both to zero. Since $\phi^{\dagger}(x)=\left(\phi_{1}(x)-\phi_{2}(x) \iota\right) / \sqrt{2}$ this means we have

$$
\begin{gather*}
\left(\partial_{\mu} \partial^{\mu}+m^{2}\right) \phi(x)=0  \tag{97}\\
\left(\partial_{\mu} \partial^{\mu}+m^{2}\right) \phi^{\dagger}(x)=0 \tag{98}
\end{gather*}
$$

Since $\phi_{1}(x)$ and $\phi_{2}(x)$ are two seperate solutions for the equation that are real valued we can add their contributions to the Lagrangian density as follows

$$
\begin{align*}
\mathcal{L} & =\frac{1}{2}\left(\partial_{\mu} \phi_{1} \partial^{\mu} \phi_{1}+\partial_{\mu} \phi_{2} \partial^{\mu} \phi_{2}\right)-\frac{m^{2}}{2}\left(\phi_{1}^{2}+\phi_{2}^{2}\right) \\
& =\partial_{\mu} \phi^{\dagger} \partial^{\mu} \phi-m^{2} \phi^{\dagger} \phi \tag{99}
\end{align*}
$$

Similarly the Hamiltonian density would add up and we would have

$$
\begin{align*}
\mathcal{H} & =\frac{1}{2}\left(\pi_{1}^{2}+\pi_{2}^{2}\right)+\frac{1}{2}\left(\partial_{\mu} \phi_{1} \partial^{\mu} \phi_{1}+\partial_{\mu} \phi_{2} \partial^{\mu} \phi_{2}\right)+\frac{m^{2}}{2}\left(\phi_{1}^{2}+\phi_{2}^{2}\right) \\
& =\pi^{\dagger} \pi+\partial^{\mu} \phi^{\dagger} \partial_{\mu} \phi+m^{2} \phi^{\dagger} \phi \tag{100}
\end{align*}
$$

Due to having two real valued fields as the solutions, we would have two sets of ladder operators for each momentum value. We will call them as $a_{\mathbf{p}}^{(1)}$ and $a_{\mathbf{p}}^{(2)}$. Using them we define $a_{\mathbf{p}}=\left(a_{\mathbf{p}}^{(1)}+a_{\mathbf{p}}^{(2)} \iota\right) / \sqrt{2}$ and $b_{\mathbf{p}}=\left(a_{\mathbf{p}}^{(1)}-a_{\mathbf{p}}^{(2)} \iota\right) / \sqrt{2}$ which lets us define

$$
\begin{equation*}
\phi(\mathbf{x})=\int \frac{d^{3}}{(2 \pi)^{3}} \frac{1}{\sqrt{2 \omega_{\mathbf{p}}}}\left(a_{\mathbf{p}} e^{\iota \mathbf{p} \cdot \mathbf{x}}+b_{\mathbf{p}}^{\dagger} e^{-\iota \mathbf{p} \cdot \mathbf{x}}\right) \tag{101}
\end{equation*}
$$

Some important points we can note here is that the two seperate solutions have the same mass hence representing the whole anti particle idea that was briefed upon in the previous section.

### 5.4 Detour: Jaynes-Cumming model

The Jaynes cumming model was introduced to explain the interaction of an atom with an electromagnetic field. The problem of an atom interacting with an electromagnetic had received semi-classical treatments which had however failed to explain all the characteristics of such a system. It received a proper quantum treatment where the field was quantized in the Jaynes-Cummings Hamiltonian [9]. This succesfully explained very important characteristics of the system like Rabi oscillations [12] and the collapse and revival of the system [6].
The field is treated as photons in a cavity where each particle is essentially treated as an excitation in this field. One can think of this as a Klein Gordan field but all the $\omega_{\mathbf{p}}$ is set to only one value effectively just making this into a normal SHO. The full Jaynes-Cummings Hamiltonian is given as follows: (ignoring the zero-point energy)

$$
\begin{gather*}
\mathbf{H}_{J C}=\mathbf{H}_{A}+\mathbf{H}_{F}+\mathbf{H}_{A-F} \\
=\hbar \omega_{c} \hat{a}_{c}^{\dagger} \hat{a}_{c}+\hbar \omega_{e g}|e\rangle\langle e|+\hbar g_{c}\left(\hat{\sigma}_{+} \hat{a_{c}}+\hat{\sigma}_{-} \hat{a}_{c}^{\dagger}\right) \tag{102}
\end{gather*}
$$

Here $\hat{a}_{c}$ is the ladder operation for the cavity field and $\sigma_{ \pm}$are the ladder operators of the two level atom $(|e\rangle,|g\rangle)$. Shown below are some state evolution simulations of this system done using QuTip.

## 6 Feynman Diagrams

### 6.1 Path integral formulation

If one places a source in front of a wall with two slits, we will receive the very familiar interference pattern of the double slit problem. If we do happen to measure the screen however, we will see the pattern collapse to just two concentrated places as per the slit placement. This is pretty much the origin of the famous measurement problem but we will not concern ourselves with the elaborate history of measurement in quantum mechanics.
Now one can make the problem a wee bit more complicated considering $n$ slots. One can use Kirchoff's diffraction and get an idea of the distribution formed on the other side using Fraunhoffer approximation. However things may feel messy if we have multiple screens each having any number of holes. Also one could consider every segment in


Figure 9: Shown above is a simulation of a two level atom which has been entangled with a cavity with 16 fock states which starts off in the first excited state. QuTip has been used for the simulation. The value of the coupling $g=100$ MHz , the decay for the atom is $\gamma=3 \mathrm{MHz}$ and the cavity decay is $\kappa$ which is varying.


Figure 10: Shown above is a simulation of a two level atom which has been entangled with a cavity with 16 fock states which starts off in the coherent state with $\alpha=1$. The value of the coupling $g=100 \mathrm{MHz}$, the decay for the atom is $\gamma=3 \mathrm{MHz}$ and the cavity decay is $\kappa$ which is varying.
space to be a screen which has holes all over it so is empty and what would one do then?
We now introduce the Dirac's formulation to understand this problem. We can generalize the problem as the probablity a particle reaches some point $O$ in space from a source $S$ in time $T$. We can label $O$ as $q_{F}$ and $S$ as $q_{I}$ and the propagation amplitude can be written as $\left\langle q_{F}\right| e^{-\iota H t}\left|q_{I}\right\rangle$. We can divide the evolution into $N$ steps where each timestep is $\delta t$ and each intermediate point can be multiplied over every possible path summed over. This would become into the following expression

$$
\begin{equation*}
\left\langle q_{F}\right| e^{-\iota H t}\left|q_{I}\right\rangle=\left(\prod_{j=1}^{N-1} \int d q_{j}\right)\left\langle q_{F}\right| e^{-\iota H \delta t}\left|q_{N-1}\right\rangle\left\langle q_{N-1}\right| e^{-\iota H \delta t}\left|q_{N-2}\right\rangle \ldots\left\langle q_{1}\right| e^{-\iota H \delta t}\left|q_{I}\right\rangle \tag{103}
\end{equation*}
$$



Figure 11: Demonstration of collapse and revival for a cavity with 32 fock states which starts off in the coherent state of $\alpha=4$. As we can see the probability dies down and goes to 0.5 a little after $0.1 \mu \mathrm{~s}$ and then again rises and oscillates.

This expression does not feel very inviting to be evaluated so let's start with the Hamiltonian of a free particle $H=$ $p^{2} / 2 m$ and just look at one of the integrals

$$
\begin{align*}
\left\langle q_{j+1}\right| e^{-\iota H \delta t\left(\hat{p}^{2} / 2 m\right)}\left|q_{j}\right\rangle & =\int \frac{d p}{2 \pi}\left\langle q_{j+1}\right| e^{-\iota H \delta t\left(\hat{p}^{2} / 2 m\right)}|p\rangle\left\langle p \mid q_{j}\right\rangle  \tag{104}\\
& =\int \frac{d p}{2 \pi} e^{-\iota \delta t\left(p^{2} / 2 m\right)} e^{\iota p\left(q_{j+1}-q_{j}\right)}  \tag{105}\\
& =\left(\frac{-\iota m}{2 \pi \delta t}\right)^{1 / 2} e^{\iota \delta t(m / 2)\left[\left(q_{j+1}-q_{j}\right) / \delta t\right]^{2}} \tag{106}
\end{align*}
$$

We get this since it is a Gaussian integral. We can put this in the expression of equation 103 and we would get

$$
\begin{equation*}
\left\langle q_{F}\right| e^{-\iota H t}\left|q_{I}\right\rangle=\left(\frac{-\iota m}{2 \pi \delta t}\right)^{N / 2}\left(\prod_{k=1}^{N-1} \int d q_{k}\right) e^{\iota \delta t(m / 2) \sum_{j=0}^{N-1}\left[\left(q_{j+1}-q_{j}\right) / \delta t\right]^{2}} \tag{107}
\end{equation*}
$$

In the limit of $N \rightarrow \infty$ we would replace $\left[\left(q_{j+1}-q_{j}\right) / \delta t\right]^{2}$ by $\dot{q}^{2}$ since the time interval is now infinitesimal and $\delta t \sum_{j=0}^{N-1}$ by $\int_{0}^{T} d t$ and we define the integral over paths as

$$
\begin{equation*}
\int D q(t)=\lim _{N \rightarrow \infty}\left(\frac{-\iota m}{2 \pi \delta t}\right)^{N / 2}\left(\prod_{k=1}^{N-1} \int d q_{k}\right) \tag{108}
\end{equation*}
$$

Thus we obtain the expression $\left\langle q_{F}\right| e^{-\iota H t}\left|q_{I}\right\rangle=\int D q(t) \exp \left(\iota \int_{0}^{T} d t\left[m \dot{q}^{2} / 2-V(q)\right]\right)$ from which we can recognize that the integral in exponent is just the Lagrangian and so it's integral is the action. So we write

$$
\begin{equation*}
\left\langle q_{F}\right| e^{-\iota H t}\left|q_{I}\right\rangle=\int D q(t) e^{\iota \int_{0}^{T} L(q, \dot{q})} \tag{109}
\end{equation*}
$$

We now define $Z=\langle 0| e^{-\iota H t}|0\rangle$ and as per the definition in the above equation we can easily generalize this to more number of particles by simply having $q_{1}, \ldots, q_{N}$. The Lagrangian would be used of this many particle system. Now let us take the example of a mattress of springs in which case the potential is somewhat defined as

$$
\begin{equation*}
\left.V\left(q_{1}, q_{2}, \ldots, q_{N}\right)=\sum_{a b} \frac{k_{a b}}{2}\right)\left(q_{a}-q_{b}\right)^{2}+\ldots \tag{110}
\end{equation*}
$$

Taking the continuum limit of this mattress spacing $l \rightarrow 0$ we can replace the label on a particle by a position vector $\vec{x}$ so we write $q(t, \vec{x})$ instead of $q_{a}(t)$. Here on out we would replace $q$ by $\varphi$ and call this as our field. We will now take
the liberty of taking $c=1$ which we pretty much did in the previous section too.
The way we have defined the action, we would require it to be Lorentz invariant if we are to concern ourselves with special relativity. We must note that for the mattress we spoke of $\left(q_{a}-q_{b}\right)^{2} \approx l^{2}(\partial \varphi / \partial x)^{2}$ which when we write as an action we have Lorentz invariant action to be

$$
\begin{equation*}
S=\int d^{d} x\left[\frac{1}{2}(\partial \varphi)^{2}-\frac{1}{2} m^{2} \varphi^{2}-\frac{g}{3!} \varphi^{3}-\frac{\lambda}{4!} \varphi^{4}+\ldots\right] \tag{111}
\end{equation*}
$$

Here $d$ is the dimension which is often written as a $d=D+1$ dimensional spacetime with time being the 1 . A $0+1$ dimensional theory is just the regular quantum mechanics. We have already covered the Klein-Gordan and defined the propagators in it's context and this will be pivotal for the Feynman diagrams. Now suppose we have some kind of current in our space which creates excitation in our vaccum, we can account for this in the potential as some $J(x) \varphi(x)$ and so our final path integral is

$$
\begin{equation*}
Z=\int D \varphi e^{\iota \int d^{4} x\left[(\partial \varphi)^{2} / 2-V(\varphi)+J(x) \varphi(x)\right]} \tag{112}
\end{equation*}
$$

### 6.2 The baby and the child

We start with what [17] refers to as a baby problem which is to evaluate the following integral

$$
\begin{equation*}
Z(J)=\int_{-\infty}^{\infty} d q e^{-\frac{1}{2} m^{2} q^{2}-\frac{\lambda}{4!} q^{4}+J q} \tag{113}
\end{equation*}
$$

When $\lambda=0$ this just becomes into a Gaussian integral which can be easily calculated by completing square in the exponent. Now for starters we can try to expand the integral $Z(J)$ as a series in $\lambda$ to get

$$
\begin{equation*}
Z(J)=\int_{-\infty}^{\infty} d q e^{-\frac{1}{2} m^{2} q^{2}+J q}\left[1-\frac{\lambda}{4!} q^{4}+\frac{1}{2} \frac{\lambda^{2}}{(4!)^{2}} q^{8}+\ldots\right] \tag{114}
\end{equation*}
$$

One can use the trick of writing $\int_{-\infty}^{\infty} d q e^{-\frac{1}{2} m^{2} q^{2}+J q} q^{4} n$ as some simply $\left(\frac{d}{d J}\right)^{4 n} \int_{-\infty}^{\infty} d q e^{-\frac{1}{2} m^{2} q^{2}+J q}$ and hence we get

$$
\begin{align*}
Z(J) & =\left(1-\frac{\lambda}{4!}\left(\frac{d}{d J}\right)^{4}+d f r a c \lambda^{2} 2 \times(4!)^{2}\left(\frac{d}{d J}\right)^{8}+\ldots\right) \int_{-\infty}^{\infty} d q e^{-\frac{1}{2} m^{2} q^{2}+J q} \\
& =e^{-\frac{\lambda}{4!\left(\frac{d}{d J}\right)^{4}}} \int_{-\infty}^{\infty} d q e^{-\frac{1}{2} m^{2} q^{2}+J q}=\left(\frac{2 \pi}{m^{2}}\right)^{1 / 2} e^{-\frac{\lambda}{4!}\left(\frac{d}{d J}\right)^{4}} e^{J^{2} / 2 m^{2}} \tag{115}
\end{align*}
$$

By expanding these two exponential series we can obtain any term in the double series expansion of $Z(J)$ in $\lambda$ and $J$. We will be supressing the multiplicative constant by denoting it as $Z(0,0)$ and define $\tilde{Z}=Z(J) / Z(0,0)$. Say we want the term which has $\lambda^{2} J^{6}$ we simply would have $\frac{1}{2}(\lambda / 4!)^{2}(d / d J)^{8}\left[1 /\left(7!\left(2 m^{2}\right)^{7}\right)\right] J^{1} 4$ and we can similarly construct many such examples. Now there will be certain pattern to each of these terms. We can associate diagrams to each term and make some rules on these basis and we arrive at the following rules

1. Diagrams are made of lines and vertices at which four lines meet
2. Each vertex is assigned a factor of $(-\lambda)$
3. Each line is assigned $1 / m^{2}$
4. Assign a $J$ for each external end of a line

We can note that twice the number of lines is equal to four times the number of vertices plus the number of ends which can clearly arrive from the way that each $\lambda$ brings along a four time derivative of $J$.
We can also have chosen to start off with expanding $Z$ in just terms of $J$ and we would define

$$
\begin{equation*}
Z(J)=\sum_{s=0}^{\infty} \frac{J^{s}}{s!} \int_{-\infty}^{\infty} d q e^{-\frac{1}{2} m^{2} q^{2}-(\lambda / 4!) q^{4}} q^{s}=Z(0,0) \sum_{s=0}^{\infty} \frac{J^{s}}{s!} G^{(s)} \tag{116}
\end{equation*}
$$

The coefficients $G^{(s)}$ would be series in $\lambda$ and are analogous to Green's functions in field theory.
We can also note that certain diagrams are connected and some are not. We can write the expression of $Z(J, \lambda)$ as

$$
\begin{equation*}
Z(J, \lambda)=Z(J=0, \lambda) \sum_{N=0}^{\infty} \frac{1}{N!}[W(J, \lambda)]^{N} \tag{117}
\end{equation*}
$$



Figure 12: The diagrams for the term $\left(\frac{1}{m^{2}}\right) \lambda^{2} J^{4}$ taken from [2]

By definition $Z(J=0, \lambda)$ represents diagrams which have no external source $J$. The statement is that $W$ is a sum of connected diagrams while $Z$ contains connected as well as disconnected diagrams. Say we happen to have $n$ disconnected pieces in the diagram, those would be coming from $(1 / n!)[W(J, \lambda)]^{n}$.
Now as the baby problem grows up to a child problem where $q$ is now some multivariable term and not one dimensional. We can generalize and arrive at a similar expression of

$$
\begin{align*}
Z(J) & =\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d q_{1} \ldots d q_{N} e^{-\frac{1}{2} q \cdot A \cdot q-(\lambda / 4!) q^{4}+J \cdot q} \\
& =\left[\frac{(2 \pi)^{N}}{\operatorname{det}[A]}\right]^{1 / 2} e^{-(\lambda / 4!) \sum_{i}\left(\partial / \partial J_{i}\right)^{4}} e^{\frac{1}{2} J \cdot A^{-1} \cdot J} \tag{118}
\end{align*}
$$

A feature that this child problem has which the baby problem doesn't is the feature of propagation. We can also alternatively expand the integral in terms of power series for each component of $J$ as follows

$$
\begin{equation*}
Z(j)=Z(0,0) \sum_{s=0}^{\infty} \sum_{i_{1}=1}^{N} \ldots \sum_{i_{s}=1}^{N} J_{i_{1}} \ldots J_{i_{s}} G_{i_{1} \ldots i_{s}}^{(s)} \tag{119}
\end{equation*}
$$

We can think of the labeling $i$ to be like labeling on a lattice. We would call $G_{i j}^{(2)}$ as the 2-point Green's function. We can see that $G_{i j}^{(2)}(\lambda=0)=\left(A^{-1}\right)_{i j}$. The matrix term of $\left(A^{-1}\right)_{i j}$ essentially represents the propagation from $i$ to $j$. On evaluating the 4-point Green's function we get
$G_{i j k l}^{(4)}=\left(A^{-1}\right)_{i j}\left(A^{-1}\right)_{k l}+\left(A^{-1}\right)_{i k}\left(A^{-1}\right)_{j l}+\left(A^{-1}\right)_{i l}\left(A^{-1}\right)_{j k}-\lambda \sum_{n}\left(A^{-1}\right)_{i n}\left(A^{-1}\right)_{j n}\left(A^{-1}\right)_{k n}\left(A^{-1}\right)_{l n}+\mathcal{O}\left(\lambda^{2}\right)$
The first three terms represent an excitation propagation from $i$ to $j$ and another from $k$ to $l$ and permutations of this transfer. The first $\mathcal{O}(\lambda)$ term shows propagation to a certain $n$ from all the $i, j, k, l$ hence much like the diagram of 4 $J$ terms coming to intersect at a $-\lambda$. One can however have $n$ to $n$ terms too which have not been accounted above which would come from Wick contraction but these will be dealt with later.

### 6.3 Perturbative field theory

Now we return to the actual integral for $Z(J)$ which is restated below

$$
\begin{equation*}
Z(J)=\int D \varphi e^{\iota \int d^{4} x\left[\frac{1}{2}\left[(\partial \varphi)^{2}-m^{2} \varphi^{2}\right]-(\lambda / 4!) \varphi^{4}+J \varphi\right]} \tag{121}
\end{equation*}
$$

A major difference here is that instead of using the discretized $q_{i}$ we have a continuous variable function $\varphi$. Aside from that it is the same as the child problem we saw previously discussed. The expression finally reduces to the following

$$
\begin{equation*}
Z(J)=Z(0,0) e^{(-\iota / 4!) \lambda \int d^{4} w[\delta / \iota \delta J(w)]^{4}} e^{-(\iota / 2) \iint d^{4} x d^{4} y J(x) D_{F}(x-y) J(y)} \tag{122}
\end{equation*}
$$

The propagator $D_{F}(x-y)$ has it's expression written in equation 96 . We have set the dimension to be $d=4$ here but if it were set to $d=0$, then $D_{F}(x-y)$ collapses to $-1 / m^{2} . J(x)$ corresponds to sources and sinks and one can expand $Z(J)$ in terms of $J$, each power corresponds to a process with that many particles. For example a process where two particles collide to produce two more, this has four total $J$ powers. We would obtain similar green functions in the $J$ expansion as seen before.

$$
\begin{gather*}
Z(J)=Z(0,0) \sum_{s=0}^{\infty} \frac{i^{s}}{s!} \int d x_{1} \ldots d x_{s} J\left(x_{1}\right) \ldots J\left(x_{s}\right) G^{(s)}\left(x_{1}, \ldots, x_{s}\right)  \tag{123}\\
G^{(s)}\left(x_{1}, \ldots, x_{s}\right)=\int D \varphi e^{\iota \int d^{4} x\left[\frac{1}{2}\left[(\partial \varphi)^{2}-m^{2} \varphi^{2}\right]-(\lambda / 4!) \varphi^{4}\right]} \varphi\left(x_{1}\right) \ldots \varphi\left(x_{s}\right) \tag{124}
\end{gather*}
$$

A further thing to note is that $G\left(x_{1}, x_{2}\right)$ is only dependent on $x_{1}-x_{2}$ not on their separate values and similarly $G\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ is only dependent on the differences. This is essentially their transnational invariance. $G\left(x_{1}, x_{2}\right)$ at $\lambda=0$ just equals the translation from $x_{1}$ to $x_{2}$ much like the child problem and we can also see that $G\left(x_{1}, x_{2}, x_{3,4}\right)$ described the scattering of particles.
The strategy for setting up sources and sinks helps in seeing the propagation of the particle. Say we have two sources and two sinks, we essentially are looking for the term with four $J$ hence $G\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$. Similar to how we did the child problem, the $O(\lambda)$ term here would be $(-\iota \lambda) \int d^{4} w D_{F}\left(x_{1}-w\right) D_{F}\left(x_{2}-w\right) D_{F}\left(x_{3}-w\right) D_{F}\left(x_{4}-w\right)$. This just says that the interaction point for these sources and sinks could be anywhere hence the integral over all $w$ but by the behavior of $D_{F}$ we know that those not allowed causality would simply become zero.
We must note that working in momentum space is much more convenient here as one can think of a meson with momentum $k_{1}$ colliding with another of $k_{2}$ to produce two new mesons of momenta $k_{3}$ and $k_{4}$. Each spacetime propogator gives us

$$
\begin{equation*}
D\left(x_{a}-w\right)=\int \frac{d^{4} k_{a}}{(2 \pi)^{4}} \frac{e^{ \pm k_{a}\left(x_{a}-w\right)}}{k_{a}^{2}-m^{2}+\iota \epsilon} \tag{125}
\end{equation*}
$$

We note that the dummy variable integration can have either a plus or a minus sign in the exponential as it's inconsequential. This leads us to integrating over $w$ for the $\mathcal{O}(\lambda)$ for the term

$$
\begin{equation*}
\int d^{4} w D_{F}\left(x_{1}-w\right) D_{F}\left(x_{2}-w\right) D_{F}\left(x_{3}-w\right) D_{F}\left(x_{4}-w\right)=\int d^{4} w e^{-\iota\left(k_{1}+k_{2}-k_{3}-k_{4}\right) w}=(2 \pi)^{4} \delta(4)\left(k_{1}+k_{2}-k_{3}-k_{4}\right) \tag{126}
\end{equation*}
$$

This interaction could occur anywhere in spacetime and that fact translates into momentum conservation $k_{1}+k_{2}=$ $k_{3}+k_{4}$. As stated the signs are chosen by choice of representation but the interpretation is the same regardless of that choice.

### 6.4 The rules

Now I will list the celebrated momentum space Feynman rules for scalar field theory.

1. Draw the Feynman diagram using the logic of the previous rules.
2. Label each line with some momentum $k$ and associate it with the propagater $\iota /\left(k^{2}-m^{2}+\iota \epsilon\right)$.
3. Each interaction vertex has a coupling of $-\iota \lambda$ associated with it and the momentum entering it must equal that which exits it.
4. Momenta associated with internal lines are to be integrated over with the measure $d^{4} k /(2 \pi)^{4}$.
5. Based on the symmetries present in the diagram, there would be a factor to be multiplied to it.
6. External lines must not have an associated propagator.
7. The delta function for overall momentum conservation is considered understood.


Figure 13: All the figures upto an $\mathcal{O}\left(\lambda^{2}\right)$ term for the formation of four mesons from two mesons. Not all figures are physically possible necessarily and the time moves upwards.

### 6.5 The birth of particles and loops

Let us have a look at the problem of two mesons colliding to create four mesons. Considering upto $\mathcal{O}\left(\lambda^{2}\right)$ terms we would be looking at $\lambda^{2} J^{6}$ and $\lambda J^{6}$ terms for which we can draw the diagrams to be as shown in figure 13 . Now let us take a look at figure $13(\mathrm{~h})$ which arises from the $\lambda^{2}$ term. Here let us say that the internal line has some momentum $q$. Using rule 4 we can integrate over $q$ to get

$$
\begin{equation*}
(-\iota \lambda)^{2} \int \frac{d^{4} q}{(2 \pi)^{4}} \frac{\iota}{q^{2}-m^{2}+\iota \epsilon}(2 \pi)^{4} \delta^{(4)}\left(k_{1}+k_{2}-k_{3}-q\right)(2 \pi)^{4} \delta^{(4)}\left[q-\left(k_{4}+k_{5}+k_{6}\right)\right] \tag{127}
\end{equation*}
$$

The integral over $q$ us a cinch which gives

$$
\begin{equation*}
(-\iota \lambda)^{2} \frac{\iota}{\left(k_{4}+k_{5}+k_{6}\right)^{2}-m^{2}+\iota \epsilon}(2 \pi)^{4} \delta^{(4)}\left[k_{1}+k_{2}-\left(k_{3}+k_{4}+k_{5}+k_{6}\right)\right] \tag{128}
\end{equation*}
$$

And this really just tells us that the overall momentum is conserved and as per rule 7 we wish to not drag this delta function around. The amplitude associated with this would be equal to the term preceding the delta function in the above expression. Now we can say that while it must have momentum equal to $k_{4}+k_{5}+k_{6}$, this need not be the same as $m^{2}$ and in this case it is penalized by having a significantly smaller amplitude hence the cost of not being real. So far we have looked into some tree diagrams, however loop diagrams also do arise in the baby problem. As we can see in figures 14,15 one can create such diagrams for $\lambda^{2}$ and $\lambda^{4}$ terms respectively. There however is a new funny


Figure 14: An example of a loop diagram with one loop, taken from [17]


Figure 15: An example of a loop diagram with two loops, taken from [17]
behavior observed here where the integral happens to diverge. The form of the integral for 14 is

$$
\begin{equation*}
\frac{1}{2}(-\iota \lambda)^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{\iota}{k^{2}-m^{\iota} \epsilon} \frac{\iota}{\left(k_{1}+k_{2}-k\right)^{2}-m^{2}+\iota \epsilon} \tag{129}
\end{equation*}
$$

Once again we can check that there will be cost for not being real much like the previous example. however for large $k$ this integral essentially behave like $\int d^{4} k\left(1 / k^{4}\right)$ which diverges, which makes it infinite and that cannot be a good thing. This is dealt with in renormalization which I shall not be describing in this report however. Similarly the triple integral for $p, q, r$ of figure 15 will diverge as $\int d^{12} P\left(1 / P^{12}\right)$.

## 7 Dirac Field

### 7.1 Clifford Algebra

The motivation of the Dirac equation, as per a legend, arose when Dirac was one day staring into a fire. For some reason he wanted a wave equation that would be linear in $\partial_{\mu}$. At first sight this may seem like this cannot be lorentz invariant since it would have some $c^{\mu} \partial_{\mu}$ acting on $\psi$ to give something proportional to $\psi$ where $c^{\mu}$ are constants. By the nature of $c^{\mu}$, it would behave like a direction and so this would not be Lorentz invariant. Nevertheless, following modern notation the equation can be written as

$$
\begin{equation*}
\left(\iota \gamma^{\mu} \partial_{\mu}-m\right) \psi=0 \tag{130}
\end{equation*}
$$

On multiplying this equation with $\left(\iota \gamma^{\mu} \partial_{\mu}+m\right)$ one would obtain $-\left(\gamma^{\mu} \gamma^{\nu} \partial_{\mu} \partial_{\nu}+m^{2}\right) \psi=0$. Since derivatives commute we can write $\gamma^{\mu} \gamma^{\nu} \partial_{\mu} \partial_{\nu}=\frac{1}{2}\left\{\gamma^{\mu}, \gamma^{\nu}\right\} \partial_{\mu} \partial_{\nu}$. From this we get that $\left(\frac{1}{2}\left\{\gamma^{\mu}, \gamma^{\nu}\right\}+m^{2}\right) \psi=0$. Dirac noticed that if $\left\{\gamma^{\nu} \cdot \gamma^{\mu}\right\}=2 \eta^{\mu \nu}$ this actually gives us the Klein-Gordan equation. In this situation one would note that for $\mu \neq \nu$ we have $\gamma^{\nu} \gamma^{\mu}=-\gamma^{\nu} \gamma^{\mu}$ hence these cannot be normal numbers.
Any numbers which satisfy $\left\{\gamma^{\mu}, \gamma^{\nu}\right\}=2 \eta^{\mu \nu}$ are said to form a Clifford algebra. One can check that the following $4 \times 4$ matrices satisfy the condition.

$$
\begin{gather*}
\gamma^{0}=\left(\begin{array}{cc}
I & 0 \\
0 & -I
\end{array}\right)=I \otimes \sigma_{3}  \tag{131}\\
\gamma^{i}=\left(\begin{array}{cc}
0 & \sigma^{i} \\
-\sigma^{i} & 0
\end{array}\right)=\sigma^{i} \otimes \iota \sigma_{2} \tag{132}
\end{gather*}
$$

We call these the gamma matrices. The Dirac equation in momentum space can write it as $\left(\gamma^{\mu} p_{\mu}-m\right) \psi(p)=0$. More importantly, this equation is Lorentz invariant. In the rest frame this essentially becomes $\left(\gamma^{0}-1\right) \psi=0$ and since $\left(\gamma^{0}-1\right)^{2}=-2\left(\gamma^{0}-1\right)$ hence it somewhat behaves like a projection operator. This will when explicitly written
down, simply tell that 2 out of the 4 components of $\psi$ would be zero. This makes sense as the electron has 2 physical degrees of freedom and not 4. A convenient notation which we will use from this point on is $\not \alpha=\gamma^{\mu} a_{\mu}$ and so we write the Dirac equation as $(\iota \not \partial-m) \psi=0$.
Now we must also define a form of a Lorentz transform for the state $\psi$ similar to $x^{\prime \nu}=\Lambda_{\mu}^{\nu} x^{\mu}$. Given that $\psi$ has four components it would transform as some $\psi^{\prime}\left(x^{\prime}\right)=S(\Lambda) \psi(x)$ where $S(\Lambda)$ is a $4 \times 4$ matrix. To parametrize this we would need 16 linearly independent $4 \times 4$ matrices. We already have 5 of them, being the identity and the four gamma matrices. Since the square of $\gamma^{\mu}$ is equal to $\pm 1$ and they anticommute with each other, the only matrices to consider would be of form $\gamma^{\mu} \gamma^{\nu}, \gamma^{\mu} \gamma^{\nu} \gamma^{\lambda}$ and $\gamma^{\mu} \gamma^{\nu} \gamma^{\rho}$ where all the indices are unequal. So we only have a single four gamma matrix product which we will write as $\gamma^{5}=\iota \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}$. This gives us

$$
\begin{equation*}
\gamma^{5}=\left(I \otimes \sigma_{3}\right)\left(\sigma^{1} \sigma^{2} \sigma^{2} \otimes \sigma_{2}\right)=I \otimes \sigma_{1} \tag{133}
\end{equation*}
$$

An important thing to note is that $\left\{\gamma^{5}, \gamma^{\mu}\right\}=0$. We also get four new products which are $\gamma^{\mu} \gamma^{5}$ which are really just the same as taking three distinct gamma matrices in conjunction. Finally we can see that $\gamma^{\mu} \gamma^{\nu}=\eta^{\mu \nu}-\iota \sigma^{\mu \nu}$ where $\sigma^{\mu} \nu=\frac{\iota}{2}\left[\gamma^{\mu}, \gamma^{\nu}\right]$. Here we have 6 such matrices. We can obtain the expressions as follows of $\sigma^{\mu \nu}$

$$
\begin{gather*}
\sigma^{0 i}=\iota\left(\begin{array}{cc}
0 & \sigma^{i} \\
\sigma^{i} & 0
\end{array}\right)  \tag{134}\\
\sigma^{i j}=\epsilon^{i j k}\left(\begin{array}{cc}
\sigma^{k} & 0 \\
0 & \sigma^{k}
\end{array}\right) \tag{135}
\end{gather*}
$$

This finally gives our nice set of 16 matrices which is $\left\{1, \gamma^{\mu}, \sigma^{\mu \nu}, \gamma^{\mu} \gamma^{5}, \gamma^{5}\right\}$. Now we can begin to define the Lorentz transformation using this set.
As we explored in quantum mechanics, general rotations are represented as $e^{\iota \vec{\theta} \vec{J}}$ where $\vec{J}$ are the generators of rotation. We can in similar notation describe the Lorentz transformation as $\Lambda=e^{-\frac{\iota}{2} \omega_{\mu \nu} J^{\mu \nu}}$ where $\omega_{\mu \nu}$ is assymetric and so the 6 components describe 3 boosts and 3 rotations and $J^{0 i}$ generating boosts and $J^{i j}$ generating rotations. More specifically we note that $J^{i j}$ is represented by $\sigma^{i j} / 2$. This fits the description for rotation of a spin- $1 / 2$ particle taking the first two and last two components of $\psi$ individually.
We finally arrive at $S(\Lambda)=e^{-(\iota / 4) \omega_{\mu \nu} \sigma^{\mu \nu}}$ and $\psi^{\prime}\left(x^{\prime}\right)=S(\Lambda) \psi(x)$ and this satisfies the equation $\left(\iota \gamma^{\mu} \partial_{\mu}^{\prime}-\right.$ $m) \psi^{\prime}\left(x^{\prime}\right)=0$. Similar to how quantum mechanical rotations are built we can note that for infinitesimal $\omega$ we have $S \gamma^{\lambda} S^{-1}=\gamma^{\lambda}-(\iota / 4) \omega_{\mu \nu}\left[\sigma^{\mu, \nu}, \gamma^{\lambda}\right]=\gamma^{\lambda}+\gamma^{\mu} \omega_{\mu}^{\lambda}$. Building up to a finite Lorentz transform we get that $S \gamma^{\mu} S^{-1}=\Lambda_{\mu}^{\lambda} \gamma^{\mu}$.
We know that the Clifford algebra gives $\left(\gamma^{0}\right)^{2}=1$ with $\gamma^{0}$ hermitian and $\left(\gamma^{i}\right)^{2}=-1$ with $\gamma^{i}$ anti-hermitian and so one can conveniently express $\left(\gamma^{\mu}\right)^{\dagger}=\gamma^{0} \gamma^{\mu} \gamma^{0}$. This leads us to realising that the bilinear $\psi^{\dagger} \gamma^{\mu} \psi$ is not hermitian. However $\tilde{\psi} \gamma^{\mu} \psi$ is where $\tilde{\psi}=\psi^{\dagger} \gamma^{0}$. We can also from this trivially note that as per the transformation rule we would have $\tilde{\psi}^{\prime}\left(x^{\prime}\right) \psi^{\prime}\left(x^{\prime}\right)=\tilde{\psi}(x) \psi(x)$

## 7.2 $\mathcal{C P} \mathcal{T}$ symmetry and more

A very common discrete symmetry in physics is that of parity which is reflection across a mirror. We can reach an arbitrary reflection by adding a rotation to the transform $x^{\mu}=\left(x^{0},-\vec{x}\right)$. The parity here would be obtained by the transform of $\gamma^{0}$ which trivially does not affect the actual solution of the equation so we can just write $\gamma^{\prime}\left(x^{\prime}\right)=$ $\kappa \gamma^{0} \psi(x)$ where $\kappa$ is some arbitrary phase.
This now leads us to discussing the actual Lagrangian of the system which actually happens to be

$$
\begin{equation*}
\mathcal{L}=\tilde{\psi}(\iota \not \partial-m) \psi \tag{136}
\end{equation*}
$$

We can check that the Euler-Lagrange equations on this give the equation $\partial_{\mu}\left(\iota \tilde{\psi} \gamma^{\mu}\right)+m \tilde{\psi}=0$ which upon conjugation and multiplication from the right with $\gamma^{0}$ gives the good old Dirac equation.
Given some set of gamma matrices we can solve the Dirac equation as $(\not p-m) \psi(p)=0$. Now one could change the basis and use $\gamma^{\prime \mu}=W^{-1} \gamma^{\mu} W$ and this should not change the physics. The choice of a convenient basis would vary in cases.
For slowly moving electrons we can pick the normal basis already defined in equations 131 and 132. The 2-component description of $\psi=\left[\begin{array}{ll}\chi & \phi\end{array}\right]^{T}$ where each of $\chi$ and $\phi$ are two components would give a $\chi$ much smaller than $\phi$.
In contrast when the momentum is much larger one can approximate the equation to just be $\not p \psi(p)=0$. On multiplying from the left by $\gamma^{5}$ we can claim that $\gamma^{5} \psi$ is also a solution as this operator anti-commutes with all the other gamma matrices. Since $\gamma^{5}=1$ we can form two projection operators $P_{L}=\frac{1}{2}\left(1-\gamma^{5}\right)$ and $P_{R}=\frac{1}{2}\left(1+\gamma^{5}\right)$ which satisfies idempotency and $P_{L} P_{R}=0$. Also introducing $\psi_{L}=\frac{1}{2}\left(1-\gamma^{5}\right) \psi$ and $\psi_{R}=\frac{1}{2}\left(1+\gamma^{5}\right) \psi$ will make our lives easier
and additionally we can note that $\gamma^{5} \psi_{L}=-\psi_{L}$ and $\gamma^{5} \psi_{R}=\psi_{R}$ hence are eigenstates for $\gamma^{5}$. The fact that $\psi_{R}$ and $\psi_{L}$ are eigenstates for $\gamma^{5}$ means that working in a basis where $\gamma^{5}$ is diagonal would help us out if we write terms in $\psi_{R}, \psi_{L}$.
Using this we define two basis, one being the Weyl basis where $\gamma^{5}$ is diagonal and the other being the Dirac basis where $\gamma^{0}$ is diagonal. This now leads us to the chirality of the field. Using these terms defined we can rewrite the Lagrangian as follows

$$
\begin{equation*}
\mathcal{L}=\tilde{\psi}_{L} \iota \not \partial \psi_{L}+\tilde{\psi}_{R} \iota \not \partial \psi_{R}-m\left(\tilde{\psi}_{L} \psi_{R}+\tilde{\psi}_{R} \psi_{L}\right) \tag{137}
\end{equation*}
$$

The interesting part here is that if one were to transform $\psi \rightarrow e^{\iota \theta} \psi$ the Lagrangian $\mathcal{L}$ is invariant to it. Since $\psi=\psi_{R}+\psi_{L}$ the phase would apply on both the right and left handed fields (the names given to $\psi_{R}$ and $\psi_{L}$ respectively). As per Noether's theorem we know this invariance implies existence of some conserved current. Here it turns out to be $J^{\mu}=\tilde{\psi} \gamma^{\mu} \psi$ which feels fairly trivial.
If $m$ were to be zero, the transformation $\psi \rightarrow e^{\iota \theta \gamma^{5}} \psi$ would also be invariant on the Lagrangian and the current $J^{5 \mu}=\tilde{\psi} \gamma^{\mu} \gamma^{5} \psi$. This is known as the chiral symmetry as the left and right handed fields transform as $\psi_{L} \rightarrow e^{-\iota \theta} \psi_{L}$ and $\psi_{R} \rightarrow e^{\iota \theta} \psi_{R}$ respectively.
On a detour we can introduce a field $\varphi$ which is interacting to the Dirac field. This would amount to adding some term $g \varphi \tilde{\psi} \psi$ to the Lagrangian where $g$ is just a coupling constant. Similarly for a vector fiedl we would add the term $e A_{\mu} \tilde{\psi} \gamma^{\mu} \psi$ and also in this case we can introduce a covariant derivative $D_{\mu}=\partial_{\mu}-\iota e A_{\mu}$. This lets us write the Lagrangian $\mathcal{L}=\tilde{\psi}(\iota \not \varnothing-m) \psi+e A_{\mu} \tilde{\psi} \gamma^{\mu} \psi=\tilde{\psi}\left(\iota \gamma^{\mu} D_{\mu}-m\right) \psi$. Hence the Lagrangian for a Dirac field interacting with a vector field of mass $\mu$ is

$$
\begin{equation*}
\mathcal{L}=\tilde{\psi}\left(\iota \gamma^{\mu} D_{\mu}-m\right) \psi-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}-\frac{\mu^{2}}{2} A_{\mu} A^{\mu} \tag{138}
\end{equation*}
$$

When the mass $\mu$ vanishes, this becomes the Lagrangian for quantum electrodynamics. Varying with respect to $\tilde{\psi}$ we get the Dirac equation in presence of an electromagnetic field as

$$
\begin{equation*}
\left[\iota \gamma^{\mu}\left(\partial_{\mu}-\iota e A_{\mu}\right)-m\right] \psi=0 \tag{139}
\end{equation*}
$$

Now we move on to charge conjugation. We note that taking the complex conjugate of the above equation leads us to $\left[-\iota \gamma^{\mu *}\left(\partial_{\mu}+\iota e A_{\mu}\right)-m\right] \psi^{*}=0$ which can be thought of as flipping the charge. Also $-\gamma^{\mu *}$ happens to satisfy the Clifford algebra so really it just is a different basis hence we can say that there is some matrix $C \gamma^{0}$ such that $-\gamma^{\mu *}=\left(C \gamma^{0}\right)^{-1} \gamma^{\mu}\left(C \gamma^{0}\right)$ which on plugging in we can write

$$
\begin{equation*}
\left[\iota \gamma^{\mu}\left(\partial_{\mu}+\iota e A_{\mu}\right)-m\right] \psi_{c}=0 \tag{140}
\end{equation*}
$$

Where $\psi_{c}=C \gamma^{0} \psi^{*}$. This gives us that $\psi_{c}$ us essentially the field of a particle which has the same mass as the electron but the opposite charge, namely the positron. We can more specifically look into how the matrix $C$ must be defined and that it requires $C \gamma^{0} \gamma^{\mu *} \gamma^{0} C^{-1}=-\gamma^{\mu}$ and we can reduce this to $\left(\gamma^{\mu}\right)^{T}=-C^{-1} \gamma^{\mu} C$ if $\gamma^{0}$ is a real matrix.
In both the Weyl and Dirac basis, the only imaginary matrix is $\gamma^{2}$ hence $C \gamma^{0}$ essentially anticommutes with all gamma matrices except $\gamma^{2}$ with which it commutes as per the definition. So we essentially end up with $C \gamma^{0}=\gamma^{2}$ barring some phase factor. This means that $\psi_{c}=\gamma^{2} \psi^{*}$. This also shows that the handedness of this conjugate would be the opposite of that of $\psi$ based on how the $\gamma^{5}$ operator acts on them.
So well we have the $\mathcal{C}$ (charge conjugation) and $\mathcal{P}$ (parity) of our nice looking $\mathcal{C P} \mathcal{T}$ somewhat developed so let's move on to $\mathcal{T}$ (time reversal). In regular quantum mechanics, the time reversal operator is one which is anti-hermitian which simply can be proven by writing out the evolution. This is essentially the transformation $t^{\prime}=-t$ and we wish to find $\iota(\partial / \partial t) \psi^{\prime}\left(t^{\prime}\right)=H \psi^{\prime}\left(t^{\prime}\right)$. We would write $\psi^{\prime}\left(t^{\prime}\right)=T \psi(t)$ which makes $\iota[\partial / \partial(-t)] T \psi(t)=H T \psi(t)$. Since $H$ has no time dependence in this case, on multiplying $T^{-1}$ we must note that $H$ and $T^{-1}$ should commute. This leads us to a somewhat odd conclusion that $T^{-1}(-\iota) T=\iota$. This lets us define $T=U K$ where $U$ is unitary and $K$ is an operator which complex conjugates everything which essentially makes $T$ anti-unitary.
One could act $T$ on a plane wave where $U$ would simply be a phase factor. In this case $\psi^{\prime}(t)$ would have positive energy and just propogates in the other direction. Now on a spin- $1 / 2$ system we would want it to be able to flip spins and so one could for example just use $U=\eta \sigma_{2}$ where $\eta$ is some phase. Importantly $T^{2}=-1$ which is the Kramer's degeneracy's origin. This essentially states no matter how complicated, for any odd number of electrons in an electric field, each energy level will be two-level degenerate.
The proof takes the system to be time reversal invariant and so $T \psi=e^{\iota \alpha} \psi$ as they have the same energy. However $T^{2} \psi=T(T \psi)=T e^{\iota \alpha} \psi=e^{-\iota \alpha} T \psi=\psi \neq-\psi$ as one must expect if they were the same state, implying that they are a different state.
Getting to the Dirac equation, we can write it's Hamiltonian as $H=-\iota \gamma^{0} \gamma^{i} \partial_{i}+\gamma^{0} m$ which paired with $T^{-1} H T=H$ gives us the unitary to be $U^{-1} \gamma^{0} U=\gamma^{0 *}$ and $U^{-1} \gamma^{i} U=-\gamma^{i *}$. Restricting to the Weyl and Dirac bases, the clearcut guess we get is that $U=\eta \iota \sigma^{2} \otimes I$. Now finally we reach

Theorem $7.1(\mathcal{C P} \mathcal{T}$ theorem). The $\mathcal{C P} \mathcal{T}$ theorem states that under the combined action of charge conjugation, parity and time reversal, any local Lorentz invariant field theory must be invariant to this transformation.

While proving this for any general field theory is well beyond the scope of this SoS for me, we can see that with the developed theory, it can be seen to hold for the Dirac field.

### 7.3 The Dirac Sea

Now while the Dirac equation looks pretty nice and cool, there are a few issues with it for which the Dirac hole theory $[5,7]$ was somewhat of a patchwork. Now before we dive in this interesting theory, why do we even need it? Well it turns out that as the Dirac equation has been described, it has negative energy solutions which is not all that much of a nice look. What is more problematic is that one cannot simply ignore them since the positive energy states do not form a complete basis by themselves.
Now this immediately raises a new issue, why don't the electrons simply go to the lowest state by emitting some photon of energy $2 m c^{2}$ as each state is associated with it's negative energy version too. However a more fundamental question here would be why must we even assume that the vacuum state is infact reflective of what we know to be vacuum, i.e., emptiness? This is where the Dirac sea comes into picture, Taking into account Pauli's exclusion principle to work in advantage, one can assume that the negative energy continuum is filled completely which now represents the vacuum and all the positive energy states are empty. This is in essence what the Dirac sea is, a vacuum state filled with an infinite (sea) of electrons
A vacuum must be unobservable by having zero mass and no charge but this charge has an infinitely large negative energy and charge so that is an issue. We hence would renormalize this to define the Dirac sea to have no mass and no charge and the net charge would be defined with respect to this Dirac sea. This leads us to introduce the new concept of a hole which is the absence of an electron. As per this new theory, a hole has the charge of $+e$. Similarly the hole has the opposite value for momentum.
Now given our definition of vacuum, we can note that it can be modified by influence of external fields. Quite similar to holes and electrons moving around in semiconductors in the theories for semiconductor physics we can see that there would be radiation based on electrons getting devoured by holes. Many were to point out that this formalism wasn't very satisfactory as this still leaves the Klein-Gordan field's negative energy a mystery as it works only with Pauli's exclusion principle. The more favorable interpretation is the Feynman-Stückelberg interpretation which treats the negative energy to be associated with a positron going backwards in time as we can see from the time reversal theory. However one can argue that indeed a sea of electrons does sound pretty intriguing.
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