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In this report, we explore methods to complete state transfer in Rubidium 87 5S and 5P levels. The
methods employed for the same is STIRAP and we specifically look into a case of very unequal peaks
for the pulses while also simulating examples of N -STIRAP and cavity-STIRAP. We successfully
simulated an adiabatic state population transfer with an efficiency of 99.5% with coherent Rabi
pulses of Blackman shape with peaks of 100 MHz and 10 MHz with single photon detuning of 1
GHz and two photon detuning of 2.18 MHz over a 25µs timescale.
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INTRODUCTION

The problem of an atom interacting with an electro-
magnetic had received semi-classical treatments which
had however failed to explain all the characteristics of
such a system. It received a proper quantum treatment

∗ mahadevan s@iitb.ac.in
† 190260019@iitb.ac.in

where the field was quantized in the Jaynes-Cummings
Hamiltonian [1]. This succesfully explained very impor-
tant characteristics of the system like Rabi oscillations
[2] and the collapse and revival of the system [3, 4]. Cur-
rently Rabi oscillations are extensively used for quantum
information processing [5]
In section I we explore the nature of these Rabi os-
cillations and their signature behavior. In section II
we explore the theory behind driving Rabi oscillations
in Rubidium-87 and reach two constants which are
proportionality constants for the Rabi oscillations we
wish to drive given by K1,2 and K2,3. In section III,
along with some STIRAP theory we present simula-
tions for state population transfer from |F = 1,m = 1〉
to |F = 3,m = 3〉 using |F = 2,m = 2〉 as an intermedi-
ate state in the ladder STIRAP.

I. RABI OSCILLATIONS

A. Jaynes-Cummings Hamiltonian

A two-state atom, with two energy eigenvalues, is de-
scribed by a state space spanned by the two energy eigen-
states |e〉 and |g〉. An arbitrary state vector |ψ(t)〉 can be
expressed as a superposition of the two orthogonal states:

|ψ(t)〉 = cg |g〉+ ce |e〉 (1)

The Hamiltonian operator of the two-level atom in the
energy representation is

HA = Ee |e〉 〈e|+ Eg |g〉 〈g| (2)

Setting the zero of energy to the ground state energy
of the atom simplifies this to HA = Ee|e〉〈e| = ~ωeg|e〉〈e|
where ωeg is the resonance frequency of transitions be-
tween the sub-levels of the atom.

HF = ~ωc

(
â†câc +

1

2

)
(3)
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HF is the Hamiltonian of the quantized electromagnetic
field where we are only considering the resonant mode of
the cavity.
Now we obtain the dipole atom-field interaction Hamil-

tonian, given by, HA−F = −
−→
d ·
−→
E (−→xA, t).

The dipole moment operator is represented by

−→
d = −(σ−−→M? − σ+−→M) (4)

where the dipole matrix element
−→
M = ε0 〈g|−→x |e〉. We

assume that the electric field is due to a monochro-
matic electromagnetic wave (as per the Jaynes Cum-
mings model). So the electric field of the single

mode is given by ~̂E =

√
2π~ωc
V

~uc
(
âc − â†c

)
. We define

~gc = i

√
2π~ωc
V
〈e| ~̂d|g〉 · ~uc. Thus we get

HAF = ~
[
(gcσ̂+âc − g∗c σ̂−â†c) + (g∗c σ̂−âc − gcσ̂+â

†
c)
]
(5)

where σ̂+ = |e〉〈g|, σ̂+ = |e〉〈g| and σ̂− = |g〉〈e|,
σ̂− = |g〉〈e| are the raising and lowering operators.
We go into the Hamiltonian picture to study the time
dependence and get: (H0 = HA + HF )

HAF (t) = eiĤ0t/~HAF e
−iĤ0t/~

= ~
(
gcσ̂+â

†
ce
i(ωc+ωeg)t + g∗c σ̂−âce

−i(ωc+ωeg)t

− g∗c σ̂−â†ce−i(ωeg−ωc)t − gcσ̂+âce
i(ωeg−ωc)t

)
(6)

Now we make the Rotating Wave approximation
|ωeg − ωc| � ωeg + ωc which holds due to resonance and
we can ignore the anti-resonant terms altogether. So we
get

HAF (t) = −~
(
g∗c σ̂−â

†
ce
−i(ωeg−ωc)t + gcσ̂+âce

i(ωeg−ωc)t
)

(7)
δ = ωeg − ωc is called the detuning between field and
atomic resonance.
We finally go back to the Schrodinger’s picture and get

HAF = e−iĤ0t/~HAF (t)eiĤ0t/~

= ~gc
(
σ̂+âc + σ̂−â

†
c

)
(8)

So the full Jaynes-Cummings Hamiltonian is given as fol-
lows: (ignoring the constant term 1/2~ωc, which repre-
sents the zero-point energy)

HJC = HA + HF + HA−F

= ~ωcâc†âc + ~ωeg|e〉〈e|+ ~gc(σ̂+âc + σ̂−âc
†) (9)

B. The Maxwell-Bloch equations

We can describe our two-level system using a density
matrix

ρ =

[
ρee ρeg
ρge ρgg

]

Then the time evolution of the components of this matrix
is described using the following equations: (Here δ is the
detuning, γ is the decay constant of the atom, κ is the
cavity dissipation rate, ρ̄ge ≡ ρgee−iδt and ρ̄eg ≡ ρegeiδt).

dρgg
dt

= γρee +
i

2
(Ω∗ρ̄eg − Ωρ̄ge) (10)

dρee
dt

= −γρee +
i

2
(Ωρ̄ge − Ω∗ρ̄eg) (11)

dρ̄ge
dt

= −
(γ

2
+ iδ

)
ρ̄ge +

i

2
Ω∗(ρee − ρgg) (12)

dρ̄eg
dt

= −
(γ

2
− iδ

)
ρ̄eg +

i

2
Ω(ρgg − ρee) (13)

Upon analysing the population of the two atomic states
as a function of time, we observe an oscillation in the
population difference. This oscillation is called the Rabi-
oscillation. It occurs with a frequency called the Rabi

frequency, defined as Ω = ~dg,e · ~E0/~.

FIG. 1. Shown above is a simulation of a two level atom which
has been entangled with a cavity with 16 fock states which
starts off in the first excited state. QuTip [6, 7] has been used
for the simulation. The value of the coupling g = 100 MHz,
the decay for the atom is γ = 3 MHz and the cavity decay is
κ which is varying.

C. Collapse and revival of Atomic Oscillations

The interaction Hamiltonian can only cause transitions
of the type |e〉 |n〉 ↔ |g〉 |n+ 1〉, where these product
states are refered to be as the bare states of the Jaynes-
Cummings model. For a fixed n, the dynamics of the sys-
tem are confined to the two dimensional space of product
states {|e〉 |n〉 , |g〉 |n+ 1〉}.

The Jaynes-Cummings Hamiltonian can be written as:

ĤJC =

[
n~ωc + 1/2~ω0 ~Ω

√
n+ 1

~Ω
√
n+ 1 (n+ 1)~ωc − 1/2~ω0

]
(14)

where the eigenvalues are

E± = (n+
1

2
)~ω0 ± ~

√
(ω0 − ωk)2 + 4Ω2(n+ 1) (15)
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On resonance, we get

E± = (n+
1

2
)~ω0 ± g0~

√
(n+ 1) (16)

where g0 = 2Ω. Upon further calculations[4], we find that
the expression for the population inversion of atomic lev-
els is given by We realise upon plotting this that collapse
and revival occurs in case of interaction of a two-level
atom with a cavity prepared in a coherent way.

W (t) = e−N
∞∑
n=0

Nn

√
n!

cos 2Ωr
√
n+ 1t (17)

It has been shown [3] that the Rabi oscillations decay at
an early stage of the atom–field interaction and reappear
at a later stage, but with a smaller amplitude. The fol-
lowing plot shows the occurrence of collapse and revival
upon plotting the occupation probability of population
in the excited state with respect to time.

FIG. 2. Shown above is a simulation of a two level atom which
has been entangled with a cavity with 16 fock states which
starts off in the coherent state with α = 1. The value of the
coupling g = 100 MHz, the decay for the atom is γ = 3 MHz
and the cavity decay is κ which is varying.

FIG. 3. Demonstration of collapse and revival for a cavity
with 32 fock states which starts off in the coherent state of
α = 4. As we can see the probability dies down and goes to
0.5 a little after 0.1µs and then again rises and oscillates.

II. RABI OSCILLATIONS IN RUBIDIUM-87

Rubidium-87 is one of the two naturally occiring iso-
topes of Rubidium other than 85Rb. Due to it’s energy
level structure and certain characteristics, it is quite a
popular atom for quantum and atom optics experiments.
We will first discuss the hyperfine structure of 87Rb.

A. Hyperfine structure of 87Rb

FIG. 4. Hyperfine splitting of levels in Rubidium-87. Image
taken from [8]

The ground state of 87Rb which is the 52S1/2 under-
goes a splitting as can be seen figure 4. The notation
for the state follows as n2S+1LJ . There are two hyper-
fine levels formed due to the coupling between the total
electron angular momentum (J = L+S) and the nuclear
angular momentum (I) and so we write the total angular
momentum as F = J + I. Here L and S are the orbital
angular momentum and for the electronic ground state
we would have J = 1/2 since L = 0, S = 1/2 and nuclear
spin is I = 3/2 [9], Now for the addition of angular mo-
mentum we have F range between |J − I| and J + I in
integer steps. Hence for the state with L = 0 we only can
have F = 1, 2 with each hyperfine level split into 2F + 1
magnetic sub-levels.
Using the dipole moment spherical tensor as that for
defining state transfer we can see using the Wigner-
Eckhart Theorem [10] that we would require ∆F = 0,±1
and ∆mF . The ∆F = 0 transitions occur in radio fre-
quency (104−105 Hz) and ∆F = ±1 are in the microwave
region and is about 6.8 GHz [8]. The hyperfine Hamilto-
nian which describes the coupling between J and I has
the following form [11].

Hhfs =

(
Ahfs +

3Bhfs
4I(2I − 1)J(2J − 1)

)
I · J

+Bhfs
3(I · J)2 − I(I + 1)J(J + 1)

2I(2I − 1)J(2J − 1)
(18)

We define K = F (F + 1) − I(I + 1) − J(J + 1). The
L = 0 → L = 1 transition is referred to as the D
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line and due to the coupling is split into two compo-
nents, the D1 line (52S1/2 → 52P1/2) and the D2 line

(52S1/2 → 52P3/2) and equation 18 shows the hyperfine
Hamiltonian for both these transitions.
Here Ahfs is the magnetic dipole constant and Bhfs is
the electric quadrupole constant. We can see that the
Bhfs term is only of concern for the D2 transition when
J 6= 1/2 and so for now is not of any concern to us since
we are interested in the microwave transition.
The value Ahfs = ~3.41734130545215(5) GHz is also re-
ferred to as the hyperfine structure constant [12]. The
eigen energies for Hhfs can be seen to be AhfsK/2
and corresponds to −1.25Ahfs and 0.75Ahfs for F = 1
and F = 2 respectively. The total splitting hence is
2Ahfs = ~6.8346826109043(1) GHz.

B. Rabi Oscillations for the hyperfine splitting

In the presence of a static magnetic field the Hamilto-
nian of the atom is the following

HB = µBB · (gSS + gII) (19)

Here the gS = 2.0023193043737(80) and gI =
−0.0009951414(10) which are the Landé g factors for
electronic spin and nucleus respectively. We have the

magnetic moments defined as ~µL = −µBgL~L, ~µS =

−µBgS ~S and . From the addition of angular momenta
which is J = L + S we have the following expression for
gJ [13]

gJ = gL
J(J + 1)− S(S + 1) + L(L+ 1)

2J(J + 1)

+gS
J(J + 1) + S(S + 1)− L(L+ 1)

2J(J + 1)
(20)

For the addition of F = J + I we similarly can write the
expression as

gF = gL
F (F + 1)− S(S + 1) + L(L+ 1)

2F (F + 1)

+gS
F (F + 1) + S(S + 1)− L(L+ 1)

2F (F + 1)
(21)

In the low field limit we have the Zeeman splitting caused
by magnetic field to be much smaller than the hyperfine
splitting and so can be written in the following linear
form of HB = µBgFF · B. As shown in figure 4, we
can see that the splitting constant for a bias field along
z axis would be ∆ = µBgFmF ≈ 700 Hz/mG [8]. At
higher fields one would have to use the Breit-Rabi for-
mula which has it’s second order shown in [11] but will
not be of our concern here.
Similar to static fields, oscillating microwave fields (which
will be of our main interest here) interact via the follow-
ing Hamiltonian

HB = µBgSB · S (22)

Note that we have ignored the contribution from the nu-
clear angular momentum since gI is very small in com-
parison to gS . We will be using an oscillatory magnetic
field to create Rabi oscillations between the hyperfine lev-
els. For an example we can pick the π transitions which
will be referred to as clock transitions. Using RWA the
matrix form of the hamiltonian for clock transition levels
is written as follow

H0 = ~ω0

(
3
8 0
0 − 5

8

)
(23)

In the interaction picture the hamiltonian in presence of
a magnetic field will be written as follows (here Σi =
Inuc ⊗ σi)

HB,I = eιH0t/~

(∑
i

Bi(t)〈F,mF |Σi|F ′,m′F 〉

)
e−ιH0t/~

(24)

The evolution of state would be given by ι~ψ̇ = HB,Iψ

Ωclock =
µBgsB0

2~
(25)

To convert magnetic field to intensity we simply can
use the average intensity expression for electromagnetic
waves

I =
cB2

0

2µ0
=
cε0E

2
0

2
(26)

For a more general transfer from some state i to f we have
the following equation with the matrix element MIF,{i,f}

Ωi,f =
µBgsB0

2~
MIF,{i,f} (27)

The transition matrix here from |F,mF 〉 to |F ′,m′F 〉 is
defined as 〈F,mF |Σi |F ′,m′F 〉. We can see that Σ can be
written as a rank 1 spherical tensor with components as

Σ
(1)
0 = Σz, Σ

(1)
±1 = (∓Σx−ιΣy)/

√
2. The Wigner-Eckhart

theorem states the following

〈F,mF |Σ(k)
q |F ′,m′F 〉 = 〈F ||T (k)||F ′〉〈F ′, 1;m′F , q|F,mF 〉

(28)
Where 〈F ′, 1;m′F , q|F,mF 〉 is the Clebsch-Gordan coef-
ficient [10]. From this we get that for the π transition
we need linearly polarized light along the z axis (non
zero Bz) and for the σ± transitions where mf = ±1 we
need circularly polarized light [8] (RCP for σ− and LCP
for σ+).
The transition of our interest is going from
|F = 1,mF = 1〉 to |F = 2,mF = 2〉 which is a σ+

transition. The Zeeman effect will be null since the bias
field would be set at zero and we only have an oscillatory
magnetic field. We get that the desired σ+ transition

has a matrix element that is
√

3/2 times that of the π
transition and grouping this along with intensity we get
the following relation.

Ω|1〉→|2〉 =
egS
4me

√
3µ0I

c
= K1,2

√
I (29)

Taking I to be in W/m2 we getK1,2 ≈ 9.866 kHz·mW−0.5
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C. Rabi oscillations in the D2 line

When describing the Hamiltonian for atom-light inter-
action, using the RWA we get the following expression
for the Rabi frequency

Ω = −〈g| ε̂ · d |e〉 · E0

~
(30)

As shown in [11], the dipole operator has symmetries
which can help us in obtaining photon scattering rates
with simpler expressions. The first symmetry tells us
that the decay rate Γ is independent of the sublevel cho-
sen for transfer which happens since the matrix elements
deciding transfer from any level add up to a constant∑
q,F ′

| 〈F ′,m′F + q| erq |F ′,m′F 〉 |2 =
2J + 1

2J ′ + 1
|〈J ||er||J ′〉|2

(31)
If we sum the matrix elements from a single ground state
sublevel t the levels in some F ′ energy level we get the
following (Aq = | 〈F,mF 〉F ′, 1; (mF − q)q|2)

SFF ′ =
∑
q

Aq(2F
′ + 1)(2J + 1)

{
J J ′ 1
F ′ F I

}2

= (2F ′ + 1)(2J + 1)

{
J J ′ 1
F ′ F I

}2

(32)

Here

{
J J ′ 1
F ′ F I

}
is the Wigner-6j symbol [14] which is a

generalization of Clebsch-Gordan coefficients to function
for addition of three angular momenta. We also note
that

∑
F ′ SFF ′ = 1 which shows that an isotropic pump

field would couple the levels independently from their
distributed populations. The factors SFF ′ decides the
relative strength of the different transfers. In case the the
light is isotropic and couples the two levels, the effective
dipole moment is given by

|diso,eff (F → F ′)|2 =
SFF ′

3
|〈J ||er||J ′〉|2 (33)

This gives the formula for Rabi frequency as

Ωiso =

√
SFF ′

3
|〈J ||er||J ′〉|E

~
(34)

Given that intensity is proportional to the square of peak
electric field, the rabi frequency will be proportional to√
I. The final expression can be written in terms of spon-

taneous decay rate Γ and Isat which is the saturation

intensity. Here Isat =
cε0Γ2~2

4|ε̂ · d|2
and Γ = 2π · 6.065(9)

MHz [15]. For the transition that we are interested in
which is |F = 2,mF = 2〉 → |F = 3,mF = 3〉, we have
Isat = 1.669(2) mW/cm2 [11].

Ω|2〉→|3〉 = Γ

√
I

2Isat
= K2,3

√
I (35)

Taking I to be in W/m2, K2,3 ≈ 6.590 MHz·mW−0.5.
Right off the bat comparing this value with K1,2, it is
clear that the microwave transition requires a consider-
ably higher amount of intensity to drive it in comparable
Rabi frequencies in comparison to the optical transition.

III. STIMULATED RAMAN ADIABATIC
PASSAGE

A. Theory

Stimulated Raman Adiabatic Passage (STIRAP) is a
process which permits transfer between two states us-
ing two coherent electromagnetic pulses. The approach
makes use of an intermediate state and the aim is to keep
the steady state population of this intermediate state to
be very small. For STIRAP [16] we need ∆S = −∆P

for the two photon resonance in ladder configuration
(E1 < E2 < E3).

~∆P = E2 − E1 − ~ωP (36)

~∆P = E3 − E2 − ~ωS (37)

The effective hamiltonian in the basis of these three states
can be written as

H =
~
2

 0 ΩP (t) 0
ΩP (t) ∆ ΩS(t)

0 ΩS(t) δ

 (38)

We aim to transfer population from |F = 1,m = 1〉 to
|F = 3,m = 3〉 using |F = 2,m = 2〉 as an intermediate
state. Here we use ΩP (referred to as arising from
the pump laser in common text) for transfer between
|F = 1,m = 1〉 to |F = 2,m = 2〉 which is microwave in-
duced and ΩS (referred to as arising from the stokes laser
in common text) for transfer between |F = 2,m = 2〉 to
|F = 3,m = 3〉 which is done by an optical laser. These
have been explained in detail in the previous section.
We define a mixing angle v(t) as tan(v(t)) =
ΩP (t)/ΩS(t). When there is two photon resonance, one
of the eigenvalues of the Hamiltonian is zero. The eigen-
state (called as the dark state) for this eigenvalue would
be

|φ0〉 = cos(v(t)) |1〉 − sin(v(t)) |3〉 (39)

As we can see, there is no population that would go to the
intermediate state in such a situation and as long as the
mixing angle changes slowly, we would have a successful
STIRAP. Populating the second state would come with
it’s losses due to decay from |2〉 and so is aimed to be
kept low. The other two adiabatic states are as follows
[17]

|φ+〉 = sin(v(t)) sin(ϕ(t)) |1〉+ cos(ϕ(t)) |2〉
+ cos(v(t)) sin(ϕ(t)) |3〉 (40)

|φ+〉 = sin(v(t)) sin(ϕ(t)) |1〉+ cos(ϕ(t)) |2〉
+ cos(v(t)) sin(ϕ(t)) |3〉 (41)



6

FIG. 5. Simulation results for STIRAP using blackman shaped pulses as shown in the figure on left. Both the pulses have
equal Rabi peaks of 31.6 MHz and the timescale of T = 10µs and each pulse is 8µs wide. The results (right) show that there
is a successful transfer of about 99.99999% efficiency which is pretty much perfect. The ∆ = 0.1 GHz and the transfer is
particularly robust.

FIG. 6. Simulation results for population transfer using blackman shaped pulses as shown in the figure on left. The pump (1
to 2) pulse had a peak of 10 MHz and the stokes (2 to 3) pulse had a peak of 100 MHz and the timescale T = 50µs. Here
∆ = 1 GHz and δ = 2.182238 MHz. The aim of this optimization was to see if the transfer can be run efficiently at a smaller
timescale and using the scipy optimization we were able to run it at 25µs but not any lesser without sacrificing efficiency. The
thing to take note of is that the stokes pulse actually ends at beyond the T and while it may seem wrong, this is really the
same as multiplying the blackman window which just got cut at the end since the simulation only runs till that point in time
after which it is safe to say that both the Rabi frequencies are zero. The stokes pulse would have ended at about 1.20T (not
considering it being set to zero at T ) and the pump pulse begins at 0.163T . The efficiency achieved was about 99.49% for this
parameter set and was also fairly robust to slight variations around these numbers.

Here tan(2ϕ(t)) =

√
ΩP (t)2+ΩS(t)2

∆ . The eigenvalues are

ε±(t) = [∆±
√

∆2 + ΩP (t)2 + ΩS(t)2]. If ∆ = 0, and at
some time both the Rabi frequencies are zero, the three
states are degenerate which is lifted off when any of these
become non zero referred to as Autler-Townes splitting
[18]. The stepwise procedure for STIRAP is as follows
[16]

• Stage 1: ΩS is non zero and ΩP = 0 causing
Autler-Townes splitting for |2〉 and |3〉. The state
vector coincides with the dark state.

• Stage 2: ΩS is much greater than ΩP which is non
zero now. The state deviates slightly from the dark
state but the transfer to the two states in equations
24,25 is prevented due to the strong S field causing
destructive interference.

• Stage 3: ΩS is in same scale as ΩP now and the
mixing angle increases from 0 to π/2 and the state
remains in the dark state so |2〉 is left unpopulated.

• Stage 4: The state is now nearly aligned to − |3〉
and ΩP is much larger than ΩS and similar to stage
2, this prevents the population in the third state to
get transferred elsewhere.

• Stage 5: ΩS is now gone and the P induced Autler-
Townes splitting gradually goes to zero and we have
the final state as − |3〉.

Typically one would want the STIRAP to have a very
low ∆, |ΩP |, |ΩS | should be much smaller than the en-
ergy differences and we set δ = 0. Under these condi-
tions, it is seen that the results are relatively insensitive
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such as pulse shape and timing making the process ro-
bust [19]. An important point to note is that under these
conditions, the ordering of the pulses must be kept in
mind (SP order). This is also referred to as counter-
intuitive pulse ordering and while the intuitive pulse or-
dering (PS) may work, it is not as robust. Additionally
one can include decaying effects by writing the effective
detuning as ∆′ = ∆ − Γι/2 and causes an overall decay
in population [20] where Γ is the amount of decay in Hz.
Taking |ψ〉 = a1 |F = 1,m = 1〉 + a2 |F = 2,m = 2〉 +
a3 |F = 3,m = 3〉, at large detunings we can take ȧ2 to
be close to zero since the oscillations of ∆ would average
out to zero in the timescale of the pulses [21],[22]. This
will reduce the problem to a two dimensional one where
the rabi frequency is given by

Ωeff (t) = −ΩP (t)ΩS(t)

∆
(42)

∆eff (t) =
ΩP (t)2 − ΩS(t)2

2∆
(43)

To get an effective rabi frequency of 1 MHz where the
detuning ∆ = 1 GHz we can use a microwave rabi fre-
quency peaking at about 10 MHz and an optical rabi
frequency peaking at about 100 MHz.
We know that ΩS is proportional to

√
I, so for a peak

intensity I = 23.02 mW/cm2, we get the peak ΩS = 100
MHz based on the value of K2,3. Also we would have
ΩµW = 10 MHz for magnetic intensity ≈ 1.03 W/mm2.
As we can see we have no choice but to keep unequal
peaks and in the next subsection we discuss why a non
zero δ is now very important for this.

B. Importance of two photon detuning

When the Rabi frequencies of the P and S pulses dif-
fer significantly, the optimum conditions for population
transfer in an ensemble no longer center on two-photon
resonance δ = 0 and it may become desirable to select a
nonzero value of δ in order for the population transfer to
be most effective[19]. That is the reason we get near per-
fect efficiency irrespective of the value of δ upon plotting
efficiency vs δ for equal Rabi frequencies of the P and S
pulses. For this, we now study how efficiency changes as
we change the two-photon detuning.

C. Robustness of the process

A prominent feature of STIRAP is that it is robust
[19, 23]. The robustness specifically refers to a near inde-
pendence on the parameters of single-photon detunings,
pulse shapes, pulse durations, and peak Rabi frequencies
or temporal pulse areas. However pulse delays is an im-
portant factor which will affect the efficiency.
To properly quantify the resonance, on defining f =

FIG. 7. In the above graph, we have plotted efficiency vs
the the two photon detuning, for T = 0.5ms, ΩS = 31.6MHz,
ΩP = 31.6MHz, ∆ = 0, γ = 6MHz. Here we picked 10 equally
spaced points in the range of -1MHz to 1MHz and plotted the
efficiency, with the data points connected by a cubic spline for
representational purposes.

FIG. 8. In the above graph, we have plotted efficiency vs the
the two photon detuning, for T = 0.25ms, ΩS = 100MHz,
ΩP = 10MHz, ∆ = 1GHz, γ =0. Here we picked 25 equally
spaced points in the range of 0 to 3MHz and plotted the
efficiency, with the data points connected by a cubic spline
for representational purposes.

| 〈ψ(t)|3〉 |2 which is the actual efficiency, we go on to
define a robustness parameter R as follows

R =

∣∣∣∣(ΩP
∂f

∂ΩP
,ΩS

∂f

∂ΩS
,∆

∂f

∂∆
, δ
∂f

∂δ
, T

∂f

∂T

)∣∣∣∣ (44)

This definition is roughly inspired from 5.8c of [19]. One
must however note that this does not necessarily accom-
modate a way to say how pulse shape affects efficiency
but will do so for peak values and detunings. A value
of R lesser than 0.01 turns out to be very robust an ex-
ample of which can be found in figure III A which has
R ≈ 0.0009.
While one could call that example a success, what we see
in figure III A is not very robust as it has a R ≈ 0.31.
An argument of why this must happen is quite possibly
from the sensitivity of the two photon detuning which
arises due to an unbalanced Autler-Townes shift when
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FIG. 9. For the above graph we picked 20 equally spaced
points in the range of 1µs to 100µs and taking each as a value
for the total time T we separately optimized their efficiency.
The results show that the best possible efficiency for the STI-
RAP which follows our constraints clearly gets closer to 1
as the T increases and then remains close to a good degree.
There is however peculiar behavior particularly once we cross
30µs where the efficiency is somewhat oscillating. One can
see that this oscillatory nature is expected in the standard
STIRAP too [19] making larger times not necessarily always
better.

FIG. 10. Shown above is the variation of the robustness fac-
tor R we defined. These robustness were calculated for the
same parameters which generated the efficiencies in figure 9.
The first four points really tell us nothing as they represent
robustness of an inefficient setup, however there is interesting
variation even once it does get efficient. In a rough manner,
for larger times, there is more robustness however there is not
enough points to make a claim about the exact dependence
on time. Oddly however while certain points are more robust
than others, these only give an idea of the robustness in a
small error range and not much for larger ranges hence not
necessarily conclusive.

the peaks are unequal.
However based on the contour plot obtained, it points
that this might quite possibly be somewhat of a π pulse
transfer due to the extremal conditions that have been
set on it. Regardless it remains as an example for coher-
ent population transfer albeit not strictly STIRAP.
One must however not be easily swayed by very small R
values as they do not necessarily give very high robust-

FIG. 11. Shown above is the variation of efficiency for the
stirap based on two parameters tP1 which is the start of pump
pulse and tS2 which is the end of the stokes pulse. The total
time T = 25µs here and the δ = 2.182238 MHz. As we can
see the contour plot which shows the value of efficiency seems
to have a well defined maximum over this range. We can
visually see that near the maximum which was approached
by our previous optimization, there are many points which
still boast a very close value of efficiency showing that the
choice of parameters does have some breathing space which
is a good sign.

ness for large error ranges as we tested with the example
of T = 32µs optimized. While having R ≈ 0.038, it
performed not all too great at even 5% errors. While
this may be a bit too much to ask, the equal peak case
showed far more promise with being able to withstand
10% errors to a very good degree too.

D. N-STIRAP

We can generalize state transfers to complete popula-
tion transfer from some |1〉 to |N〉 using |2〉 . . . |N − 1〉 as
intermediate states. The number of pulses to use would
essentially be N − 1 and the hamiltonian would be of a
tri-diagonal form. The form of the Hamiltonian is the
following

H =


0 Ω1,2(t) . . . 0

Ω1,2(t) 2∆2 Ω2,3(t) 0

0 Ω2,3(t)
. . . 0

0 . . . ΩN−1,N (t) 2∆N

 (45)

Here Ωi,j(t) is the rabi pulse for transfer between |i〉 and
|j〉. Each value ∆i is the effective detuning of |i〉 from
|1〉 caused by choosing appropriate frequencies for each
rabi pulse which can easily be evaluated according to the
chosen ∆i.
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FIG. 12. Shown above is the variation of efficiency for the
stirap based on two parameters tP1 which is the start of pump
pulse and tS2 which is the end of the stokes pulse. The total
time T = 32µs here and the δ = 2.109043 MHz. In contrast
to the analysis for the similar setup for the T = 25µs case,
the space of good solutions seems to be fewer and there is
clearly two maximas with one being a better maximum. The
achieved maximum is better and the system hints at a very
nice robustness with R ≈ 0.038 at the optimal point.

There are various cases to analyze here which is ana-
lyzed in detail in [19, 23]. We demonstrate a simple and
efficient toy example of a 4-level state transfer in figure
III D. We also developed a framework which is capable of
simulating any given N -STIRAP and also optimize it’s
pulse widths and N -photon detuning.

E. Cavity STIRAP

The potential of STIRAP in cavity Quantum Electro-
dynamics was realized, instead of just using STIRAPfor
laser-driven atoms and molecules. It was recognized that
STIRAP could be used for creating a well defined photon
number (Fock) state of the cavity mode. Parkins et al.
[24] proposed to create coherent superpositions of Fock
states by mapping a coherent superposition of Zeeman
atomic sublevels to the cavity field.

In cavity-STIRAP (or vacuum-STIRAP), a laser beam
excites one branch of the Raman transition (usually P )
of a single atom, while the cavity vacuum stimulates the
emission of the photon on the other branch (usually S).
The quantized field of the single-mode cavity provides the
Stokes coupling (a vacuum Rabi frequency) denoted by
g(t)
√
n+ 1, where n is the number of photons in the cav-

ity mode and g(t) is the coupling strength in a vacuum,
n = 0.

Because the Stokes cavity field is quantized, with pho-
ton number eigenstates |n〉, the dynamics is described

by the combined atom-photon states |ψ, n〉 = |ψ〉 |n〉〉.
With the RWA, only three such atom-field states are
coupled: |ψ1, n〉, |ψ2, n〉 |ψ3, n+ 1〉. The dark atom-field
state corresponds to energy En = ~nω, with ω being the
frequency of the cavity mode, and we have

|En〉 =
2g(t)

√
n+ 1ketψ1, n− ΩP (t) |ψ3, n+ 1〉√

4(n+ 1)g(t)2 + ΩP (t)2

The atoms pass through the cavity and interact first
with the Stokes cavity field and then with the pump laser
field. In the adiabatic limit, complete decoherence-free
transfer |ψ1, n〉 → |ψ3, n+ 1〉 is achieved, without pop-
ulating the decaying excited state ketψ2, n. Because of
the quantized cavity field, the usual adiabatic condition
becomes, for the pump field, ΩPTP >> 1; for the Stokes
field, it is 2gmaxT (n + 1) >> 1. For an initially empty
cavity (n = 0), a single-photon state is created out of
the vacuum after the atom passes through the cavity. If
the atom arrives in a coherent superposition of Zeeman
sublevels, then cavity-STIRAP may produce a coherent
superposition of Fock states. The transfer of coherence
from an atom to a field mode is reversible; likewise, it
allows the mapping of cavity fields onto atomic ground-
state coherence, which has been suggested as a method
for measuring cavity fields.[25]

F. Simulations

QuTip [6, 7] was used for the simulations along with
Krotov [27] to both solve the equations of the time depen-
dent Hamiltonian and change pulse shapes for optimized
results. The Krotov optimization procedure used is based
on an example in the documentation of the package [28].
It must be noted however that the final optimization pro-
cedure used was Powell’s method [29] with help of the
SciPy package. The variables which were used in the
optimization were the end time of the stokes pulse, the
start time of the pump pulse and the two photon detun-
ing. The start time of stokes was trivially set to 0 and
the end time of the pump was also trivially set to T . The
final results are demonstrated in figures III A and III A.
An important requirement for a successful STIRAP
transfer is that

√
Ω2
P + Ω2

ST >> 10 which is a limit ob-
tained by simulations shown in [30]. As shown in figure
III A we successfully did manage to get the simulation
done for 25µs however for smaller times the optimal effi-
ciency did not reach the desired values (see figure 9).
The generalization to N -STIRAP simply made use of
Powell’s method again this time on start time of the
Blackman pulses and their respective widths. It must be
noted that while optimization gives a satisfactory value of
the efficiency in most cases, the robustness is something
which seems to be harder to achieve better values in. As
we can see in figure 10 robustness seems to be somewhat
hit or miss after a certain time for the chosen example
which was analyzed however came quite easily for equal
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FIG. 13. Simulation results for population transfer using blackman shaped pulses as shown in the figure on left. All the
transfers were on resonance and an efficiency of 99.83% was achieved.

FIG. 14. Simulation results for getting photon emission rate. The cavity coupling is represented by 2g(t) and the pump transfer
is simply Ω1→2. The emission rate is defined as 2κ| 〈3|ψ〉 |2 where κ = 2π× 2.5 MHz is the decay rate of the cavity. The decay
rate of the intermediate state is chosen as Γ = 2π × 6 MHz. The parameters were chosen in reference to [26] to verify the
simulation process.

peaks. A better robustness however did not mean much
however if the actual robustness is only for small error
bounds hence while we can see how in figure ?? we have
better efficiency and better robustness for 32µs, it is not
any better than 25µs when we make error ranges of 5%
or above.

IV. CONCLUSION AND DISCUSSION

We have in our simulations demonstrated the success-
ful transfer of population between |F = 1,mF = 1〉 to
|F = 3,mF = 3〉 in the large detuning regime. A thing to
note is that we have stuck to the Blackman pulse shapes
throughout and while these are similar to the Gaussian
(upto the sixth central moment) and very practical, one
can choose more varying pulse shapes.
There is infact a more optimized shape presented in [31]
where Dykhne-Davis-Pechukas (DDP) method is used to
minimize nonadiabatic transitions and to maximize the
fidelity of the resulting STIRAP. Also when using the
Krotov method to optimize pulse shapes one would often
end up on a pulse which has a shape with varying phase

along with varying amplitude. This however can result in
significant levels of population entering the second state
which combined with decay can be detrimental.
On an additional note we have not used the decay factor
of Γ anywhere in our simulations since even if included we
would use it to be about 6 MHz based on data discussed
in previous sections and so does not actually affect our
calculations much.
The cavity-STIRAP simply has the final transfer paired
with a photon system and the emmission rate is taken as
rate of change of probability of emmision of the photon in
the cavity. The 2g(t) is simply treated as the ΩN−1,N (t)
but the Hamiltonian terms include the paired photon’s
creation and destruction operators as shown in the cavity
STIRAP section.
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